
Using active learning to design the optimal lab
experiments needed to improve antibody-antigen

binding prediction

Dominique Weltevreden1,2

Supervised by prof. dr. Antoine van Kampen1,3, dr. ir. Perry Moerland3 and Daria
Balashova3

1 University of Amsterdam
2 UMC Utrecht

3 Amsterdam UMC

Keywords: Active learning · Immunology · Convolutional Neural Networks

1 Abstract

1.1 Introduction

Antibody drug therapy is an important method of treatment in oncology, im-
munology and haematology [5][12]. Antibodies bind to a specific target antigens,
but mutations in these antigens can disrupt this binding [6]. Once an antibody
loses effectiveness to a variant of a virus, other antibody cocktails might remain
effective to bind to this new antigen variant [11].

However, testing each available antibody against a new antigen rapidly in-
creases costs. Furthermore, it can quickly become unfeasible as multiple muta-
tions might occur at once [11]. In such cases, machine learning models can be
used to predict which other antibodies might bind the mutated antigen [2]. Yet,
to train the model to work well on this new antigen, additionally labelled data
is needed. Active learning can reduce the number of laboratory tests needed to
enhance the model performance in comparison to the random pairing of antigens
and antibodies.

1.2 Methods

In active learning, an algorithm can choose which data should be labelled to
maximise the performance gain of a model [9][7][1]. The learner (the machine
learning algorithm) is trained on a small labelled dataset. It then selects the most
useful instance from the unlabelled dataset. This instance is queried to the oracle
(e.g. a human annotator) for the label [9]. The aim is to minimise the number
of samples that need to be labelled while maximising model performance.
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There are many metrics to pick the most informative instance. We inves-
tigated the Query-By-Committee and the learning loss method. In Query-By-
Committee, the antigen that is causes the most disagreement amongst five mod-
els as to the label is selected [10]. Multiple models, known as committee members,
are trained on the labelled dataset and used to predict the outcome variable for
the unlabelled data instances. The disagreement between the outcomes was mea-
sured using the ambiguity metric [3]. In learning loss, the data instance that is
expected to have the highest loss is deemed best to label [13]. The target pre-
diction model is supplemented by a loss prediction module that predicts loss for
each data instance. Two training methods for this module were tried. It was stud-
ied whether these techniques would improve performance of a machine learning
model more effectively than the random labelling of antigen.

Antibody-antigen data was generated using the simulation framework Ab-
solut! [8], consisting of 117 antigen mutations and 2230 antibodies. A 8-layer
convolutional neural network served as the base machine learning algorithm.
This algorithm was initially trained on a small subset of the antibody-antigen
data. From the remaining unlabelled data, antigens were selected for labelling
either randomly, using Query-By-Committee, or using learning loss.

1.3 Results & Discussion

The active learning techniques did not demonstrate a significant improvement in
performance over the random labelling in any of the testing conditions. Learn-
ing loss performed slightly better than the random baseline, while Query-By-
Committee performed slightly worse. However, these differences were not statis-
tically significant.

For Query-By-Committee, it is suggested that the implemented algorithm
fails to pick the most informative antigen to add to the model, but instead
trains on outliers, leading to worse performance. Future research could integrate
an information density metric in Query-By-Committee to improve performance
[4]. The lack of significant results for learning loss could be attributed to the
below par accuracy of the loss prediction module. Both loss prediction module
training functions led to predicted loss values that did not accurately reflect the
true loss values. Alternative training methods should be examined to improve
the loss prediction accuracy.

Although active learning techniques did not outperform random labelling in
this study, the need for more labelled datasets in antibody-antigen binding will
remain. Antigen will continue to mutate, and new antibodies that can be used
in antibody drug therapy will continue to be developed. Therefore, continuing
research is crucial. Future research should focus on improving the active learn-
ing techniques used, but additionally consider explainable alternatives for the
convolutional neural network.
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