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Abstract. The research investigates integrating Azure OpenAI with multi-agent 
systems using the Retrieval-Augmented Generation (RAG) framework to pro-
pose a framework to optimize the RFX process. The study aims to adress the 
efficiency, precision, and relevancy in drafting proposals by leveraging special-
ized agents to handle different sections, thereby adressing drafting time and in-
creasing response accuracy. 
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1 Introduction 

Generative Artificial Intelligence (GenAI), through the use of Large Language Models 
(LLMs) offers a transformative approach to optimizing project acquisition processes, 
specifically in the creation of Requests for Proposal (RFP) and Requests for Infor-
mation (RFI), collectively referred to as the RFX process. Traditional methods of re-
sponding to RFX documents, though structured, the RFX process is manual, time-con-
suming process, and prone to inefficiencies such as writer’s block, redundant infor-
mation gathering, and prolonged drafting times [1, 2, 12]. This research introduces an 
innovative system that integrates Azure OpenAI with a multi-agent system within the 
Retrieval-Augmented Generation (RAG) framework [13]. The multi-agent system al-
lows for specialization, where each agent is tasked with handling different aspects of 
the RFX process. These agents operate independently but collaborate to generate tai-
lored and precise responses for specific sections of the proposal, ultimately enhancing 
the efficiency, precision, and relevance of RFX documents [3, 4]. 
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2 Methodology 

This research investigates the potential of combining LLMs with the RAG framework 
to improve the efficiency of the RFX drafting process in consultancy firms. Specifi-
cally, showcasing how the use of GenAI can reduce drafting duration, increase response 
relevancy, and ultimately enhance productivity while reducing costs [1]. Additionally, 
this research aims to provide a system that can be used by organizations looking to 
optimize their proposal generation workflows, facilitating access to relevant data and 
minimizing errors or inconsistencies [5, 6, 7, 8, 9, 10, 11]. The research methodology 
follows three key stages. 
1. Selection of Methodology: Fine-tuning LLMs, training domain-specific models, 

and integrating RAG were considered as possible solutions. RAG merges LLMs' 
generation capabilities with real-time retrieval of contextual data from an indexed 
document base, allowing for responses that are not only accurate but also contex-
tually relevant to the client's specific needs [13, 14]. 

2. Building a Proof-of-Concept (PoC): The PoC system utilises Microsoft Azure 
services, leveraging the RAG framework to combine Azure OpenAI with special-
ized agents that perform distinct roles within the RFX process. For example, one 
agent may focus on compliance by ensuring that legal and regulatory requirements 
are met, while another agent handles keyword optimization, making sure that cli-
ent-specific and industry-standard terminology are incorporated [3]. 

3. Testing and User Feedback: The PoC system was tested with five consultants 
who are directly involved in RFX drafting. Through semi-structured interviews 
and presentations, their feedback was gathered on key areas such as the system’s 
usability, the quality of the generated content, and its ability to mitigate common 
challenges like writer’s block. The consultants provided insights into the system’s 
potential to improve their workflow, with a particular focus on reducing time spent 
retrieving and compiling information [1]. 

3 Discussion and conclusion 

The PoC demonstrated promising results in the RFX process, with the use of multi-
agents proving to be a key factor in the system’s success.  Specialized agents handled 
different sections of the proposal simultaneously, and feedback from the consultants 
confirmed that this approach could help alleviate common inefficiencies, such as pro-
longed drafting times and difficulty in accessing relevant information. The multi-agent 
framework showcased scalability, allowing the system to manage more complex pro-
posals and larger volumes of RFX documents without sacrificing accuracy or speed. 
However, limitations like token truncation were identified, and consultants recom-
mended increasing token limits and improving responses to detailed client inquiries. 
Overall, the multi-agent system showed potential for improving efficiency and rele-
vance in the RFX process, enabling teams to focus on refining content. Future research 
could explore advanced models like GPT-4 and assess the scalability of the system for 
larger enterprise applications. 
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