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Abstract. We analyze six different similarity metrics for music retrieval
on three public datasets. We use the same set of features to characterize
songs and the same approach to compute ground-truth labels. We found
that Cosine Similarity is often the best performer, followed by Cheby-
shev Distance. We also analyze the intersection of Precision and Recall
curves to seek a balance between retrieval performance and length of rec-
ommendation lists. Our experiments can inform researchers interested in
selecting the most appropriate metric for music recommender systems.
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1 Introduction

Music recommender systems (RecSys) are widely used in popular streaming
platforms such as Spotify or SoundCloud. Any music RecSys relies on some
similarity measure or metric to determine how similar songs are. Therefore, the
choice of this metric can have a strong impact on RecSys performance.

Surprisingly, there is no systematic analysis that compares various similarity
measures for music RecSys. Previous work has focused on images [7, 2] and text
[4, 6] or both [5], for example. In this paper, we focus on a range of features
proposed by previous work that reflect song characteristics. We use the well-
known Precision and Recall evaluation measures to effectively evaluate retrieval
performance. We also analyze the most suitable length of recommended music
lists, based on the intersection of Precision and Recall curves.

2 Materials and Method

We evaluate music retrieval performance according to six (dis)similarity mea-
sures [8]: Cosine Similarity, Euclidean Distance, Manhattan Distance, Canberra
Distance, Chebyshev Distance, and Mahalanobis Distance. To promote gener-
alizability, we chose three datasets for evaluation: cal500 [9], DEAM [1], and
SiTunes [3]. These datasets contain user feedback and the same song features,
based on Spotify’s API, such as duration, loudness, BPM, etc.1 For each dataset,
1 All song features are listed and described at https://developer.spotify.com/
documentation/web-api/reference/get-audio-features



2 Federico Newton

user feedback was aggregated into an average Song-Likeness score for each song,
which serve as ground-truth labels for evaluation.

We include feature selection as part of our evaluation pipeline, aiming at im-
proving retrieval performance. Concretely, we applied the Benjamini-Hochberg
procedure, which controls the False Discovery Rate (FDR) using an α = 0.05.

The recommendation algorithm is k-nearest neighbors (k-NN). We use half of
the data for querying the other half of the data. For each query song in a dataset,
we compute a range of recommended songs, from one up to the maximum number
of songs in the dataset. To account for class imbalance of positive and negative
Song-Likeness scores, we use weighted Precision and Recall.

3 Results

Evaluation results are shown in Figure 1. The x-axis is normalized in the [0,100%]
range, to ease cross-dataset comparison, and represents the percentage of recom-
mendations retrieved (k). We can observe that in two out of the three datasets
(DEAM and SiTunes) the Cosine Similarity reached the highest scores of both
Precision and Recall, outperforming the other measures. This suggests that Co-
sine Similarity is the best choice of similarity measure when it comes to song
recommendations. The Chebyshev Distance showed mixed results, as it per-
formed best in the cal500 dataset, but achieved very poor results in the other two
datasets. This indicates that this measure may not be reliable across datasets.
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Fig. 1: Retrieval performance results. Legend: blue solid lines denote Precision,
whereas red dashed lines denote Recall.

Furthermore, by analyzing the intersection of Precision and Recall curves, we
can find a balance between both metrics. This balance, depending on the simi-
larity measure, ranges often between 30–50% of the total amount of the dataset
size. It indicates a trade-off for the music RecSys to generate accurate recom-
mendations while also retrieving relevant songs. It also provides an informed
choice to determine the maximum number of songs to present the user with, in
a way that it is both accurate and not too overwhelming to scan.
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