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Many decision-making problems such as planning, vehicle routing, scheduling
problems can be solved by employing Combinatorial Optimization (CO) tech-
niques. Often, these problems can be modelled by large integer programs and
solved by Column Generation (CG) based algorithms, such as branch and price
algorithms, that solve the LP relaxation at each node in a branch- and- bound
procedure by a CG approach [3].

The idea of the CG approach is to start with an LP problem with a small num-
ber of variables, called the Restricted Master Problem (RMP) and add columns
with negative reduced costs successively. To find the columns with negative re-
duced costs, a Pricing problem (PP) needs to be solved repeatedly until no
columns with negative reduced costs can be added. The art of designing effi-
cient CG based algorithms is in reformulating the problem such that the Pricing
problem can be solved efficiently [7]. However, this remains a complex task, as
for many practical problems such as vehicle routing, the PP is NP-hard.

In general, we can distinguish two paradigms to solve the Pricing Problem:
Operations Research (OR) methods and Machine Learning (ML) methods. OR
methods have been used most frequently. For some problems, such as variants of
vehicle routing, the OR algorithms to solve the PP are computationally demand-
ing in terms of both speed and memory. In contrast, ML techniques can be seen
as an alternative to making decisions in a principled way, with methods such as
deep learning being well-suited to problems characterized by a high-dimensional
space [1]. These methods make use of data from the operational environment
by extracting information from the solution structure which heuristisc do not
exploit [6]. This helps to define a more guided search procedure.

Another advantage of ML algorithms is that they can learn from the col-
lective expert knowledge and build on it to extend to other problems [1]. For
instance, different problems can be repeatedly solved by learning common so-
lution structures [4]. Although the training of ML methods – which normally
happens offline – is not trivial, the methods can be easily applied to solve the
problem on different instances once training concludes [8].

For CG, however, ML methods have been previously used mainly for pre- and
post - processing the PP and not to solve the PP itself. Although ML methods
can speed up a single CG iteration, they often terminate prematurely when they
fail to find columns with negative reduced costs.
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In this paper, we propose the first ML-based framework that directly solves
the PP in CG using Reinforcement Learning (RL) based on the attention-
mechanism architecture. More precisely, we leverage an end-to-end model, called
POMO-CG, that optimizes the PP. Our model iteratively constructs columns
by adding one component after another until a feasible column is generated.
The objective is to generate columns with minimum reduced cost at every CG
iteration - given a minimization objective. This is in contrast to other work like
[2] where the ML agent does not generate the columns but deals more with the
selection of pre-generated columns.

Although finding the columns with most negative reduced cost is convention-
ally not seen as necessary, it is important since the reduced cost of a variable
represents the partial derivative of the objective function with respect to it.
Thus, lower reduced costs translate to a larger potential to reduce the objective
function and faster convergence [5]. This pursuit has been largely ignored due to
the associated computational burden. However, as we are able to speed up the
search for the minimum negative reduced cost through ML, we can carry this
pursuit further.

To showcase the added value of our model, we propose a series of Vehicle
Routing Problems with Capacity constraints and Time Windows for which we
solve the linear relaxation. We test our method on instances of different sizes
and compare the convergence speed and objective gap with another Dynamic
Programming-based heuristic that solves the PP. Our results show that our
method converges much faster by a factor of up to 30x and maintains a relatively
small objective gap that is no more than 10%. Furthermore, our model can
generalize to much larger instances than the ones it was trained on, reinforcing its
added value in solving computationally demanding problems. Lastly, we provide
a discussion on the advantages of our method with respect to other established
CG techniques from the literature in terms of practicalities.
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