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Abstract

Autonomous Vehicles (AV) have been a vividly discussed topic from 2016 to
2018. The rapid growth of AI technology in previous years has enabled cars to
drive themselves without needing a driver. Instead of receiving a glorious wel-
come, AVs have raised many concerns among academics and the general public,
with most of them relating to what the car should do in the event of an unavoid-
able accident and various ethical considerations surrounding it. This paper aims
to provide an account of the AV discussion as seen through the lenses of Alan
Turing’s “Heads in the Sand” Objection, arguing that the fundamental nature
of these discussions is not rational but emotional, and thus, from the argumen-
tative point of view, they are both unresolvable and irrelevant when it comes to
deriving far-fetched philosophical conclusions.

The “Heads in the Sand” Objection was presented by Alan Turing in his
1950 paper [11, p. 444] as one of the objections that can be raised against the
development of AI. Turing phrases and comments on this objection as follows:

The consequences of machines thinking would be too dreadful. Let us
hope and believe that they cannot do so. [...] This argument is seldom
expressed quite so openly as in the form above. But it affects most of
us who think about it at all. [...] I do not think that this argument is
sufficiently substantial to require refutation.

The Objection thus claims that the consequences of having machine thinking
would be too dreadful, and thus, it is better for us to believe it to be impossible.
Turing response is that as the argument is based on and appeals to emotions, it
needs not to be refuted. However, as such, it “affects most of us who think about
it at all”, and Turing [11, p. 444] also identifies the source of this affection: “We
like to believe that Man is in some subtle way superior to the rest of creation. It
is best if he can be shown to be necessarily superior, for then there is no danger
of him losing his commanding position”. It is therefore not questioned that the
Objection can play a role as a background thought and should be present, but it
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is said that it should not guide our theoretical line of thinking, being categorically
different from it.

In this paper, we take a closer look at the discussion concerning Autonomous
Vehicles which has been visibly active in the years 2016-2018. We aim to show
that the debate can be treated as an example, or an extended version, of the
“Heads in the Sand” Objection. Our main thesis is that the AV discussion is
emotional in nature: that the emotional aspects, and not the rational ones, are
what drive the public, whether in academia or not. We show and analyze por-
tions of both academic [1,2,4,6–8,12] and popular [3,5,9,10] literature and show
that even in the case of academia, the emotionally based philosophical consider-
ations remain unresolved (being the “Trolley Problem revisited” and remaining
unresolvable even based on a social contract [1]) and are finally reduced to more
pragmatic issues, comprising law regulations [2], economic rationality [2], and
technical improvements [12]. We then propose to look at the present discussions
concerning Chat-GPT as a validation of this view, maintaining that with the
Chat-GPT coming, the discussion of AV, as an emotional one, was abandoned
and turned to the ethical problems posed by the chatbot. Here, we stress that in
the case of the chatbot, Turing’s comment claiming that the ultimate source of
fear of AI comes from humans being scared of losing their cognitively superior
position becomes especially valid. We conclude by proposing that the identified
formal structure of unresolvable argumentation-reductionism-abandonment will
be again iterated with the Chat-GPT discussion itself, with some even never AI
technology being developed and introduced.
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