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Abstract. The Job Shop Scheduling Problem (JSSP) is a complex NP-
hard combinatorial optimization problem where jobs must be scheduled
on machines to minimize the makespan, which is the total processing
time. Traditional methods, such as Constraint Programming (CP), pro-
duce high-quality solutions but struggle with scalability. In contrast,
heuristic approaches like Priority Dispatching Rules (PDRs) offer faster,
suboptimal solutions. Recent reinforcement learning (RL) methods for
JSSP attempt to learn effective PDRs but suffer from inefficiencies when
trained online due to their inability to leverage existing high-quality so-
lutions.
We introduce Offline-LD, a novel offline reinforcement learning approach
to learn dispatching rules for JSSP using pre-existing solution data gen-
erated from CP. Offline-LD utilizes Conservative Q-learning (CQL) with
two advanced Q-learning methods (mQRDQN and discrete mSAC) adapted
for maskable action spaces. Our experiments show that Offline-LD out-
performs traditional online RL methods, generalizing well across various
problem sizes. Additionally, training on noisy datasets, instead of expert
datasets, significantly enhances the quality of dispatching policies by
providing counterfactual information, leading to more robust solutions.
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1 Introduction

The Job Shop Scheduling Problem (JSSP) involves optimally scheduling jobs
on machines to minimize completion times, a computationally complex task.
Classical approaches like CP produce high-quality schedules but fail to scale with
larger instances. Heuristic methods such as Priority Dispatching Rules (PDR) [6]
are significantly faster and can scale to larger instance sizes; however, the found
solutions are of lower quality.

Recent developments in reinforcement learning (RL) for JSSP have focussed
on learning dispatching rules [7]. However, existing online RL approaches for
JSSP must be trained from scratch using environments where they train through
trial and error. This is because online RL methods cannot use pre-existing so-
lutions generated by methods such as CP. Our work introduces Offline-LD, an
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offline RL approach for JSSP that can leverage pre-existing data to train dis-
patching policies without requiring any further online training.

2 Method

Offline-LD applies Conservative Q-learning (CQL) [4] to train dispatching poli-
cies for JSSP using offline datasets. We furthermore introduce two Q-learning
methods for maskable action spaces, namely d-mSAC, Discrete Maskable Soft
Actor-Critic, a maskable variant of discrete SAC [1], and mQRDQN, Maskable
Quantile Regression DQN, a maskable variant of QRDQN [2].

We generated two types of datasets using Constraint Programming (CP) [5],
an expert dataset and a noisy dataset. The expert dataset contains the original
trajectory generated by the CP solutions and are either optimal or near-optimal.
The noisy dataset is generated using the same solutions as the expert dataset;
however, we introduce noise into the solutions. Therefore, the noisy dataset is
more diverse since it contains high-reward and low-reward trajectories. These
low-reward trajectories teach Offline-LD what actions not to take.

A key contribution of Offline-LD is reward normalization. The optimal makespan,
the total processing time, can vary significantly between instances in JSSP, even
if they are the same size. Therefore, the reward structure is also harder to learn.
By normalizing based on the optimal makespan found in the expert dataset, we
ensure that the rewards across different instances are comparable. This normal-
izing improves the results significantly.

3 Results

We evaluated Offline-LD on both generated and benchmark JSSP instances
of varying sizes. Offline-LD was compared with traditional methods (PDR [6],
L2D [7], and Behavioral Cloning [3]) across 100 instances for each problem size.
Each instance was solved using both mQRDQN and d-mSAC, with training
conducted on datasets generated with CP.

Offline-LD outperformed L2D and baseline methods in four out of five prob-
lem sizes. Notably, it achieved comparable or better results on benchmark in-
stances, highlighting its generalization capabilities. Including noisy datasets im-
proved the policy’s robustness and stability, further demonstrating the impor-
tance of diverse training datasets for offline RL.

4 Conclusion

Our proposed Offline-LD method bridges the gap between the scalability of
heuristic methods and the quality of solutions from CP by leveraging offline
RL. The results demonstrate the efficiency and adaptability of Offline-LD for
JSSP. Future work will focus on extending our work to other combinatorial
optimization problems and improving the performance for JSSP.
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