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Knowledge graphs, ontologies, and other semantic models are powerful solu-
tions to structure data and express linguistic entities and relations between them.
However, creating these models requires significant manual effort from domain
experts and developers. Natural Language Processing (NLP) offers an oppor-
tunity to automate this task by extracting structured information from texts.
With the vast amount of textual data online, semantic models can be created
and maintained in various ways. This ongoing research explores various methods
for automating the extraction and evaluation of semantic models across domains
such as law and safety. We present current findings, and future directions.

In the legal domain, we investigated techniques for extracting knowledge
graphs—structured representations of domain-specific knowledge. Knowledge
graphs were introduced in the 1980s as a tool for organising knowledge [10] and
have gained widespread popularity since the introduction of the Google knowl-
edge graph [16]. They consist of entities and relations between them, called
triples. One way to populate knowledge graphs with domain-specific facts is by
extracting subgraphs. For the legal domain, we explored the extraction of these
subgraphs using a domain-specific format: FLINT [18]. The FLINT ontology
defines frames for legal actions, with roles such as the actor, object, and the
recipient of an action. We fine-tuned a BERT model [9] with a newly created
dataset for this task [6, 19]. These fine-tuned models proved very effective for this
task, reaching accuracy scores of 0.80 on average [6]. In recent work, we com-
pared a collection of fine-tuned models with a rule-based approach [3], and with
different prompting strategies for Large Language Models (LLMs)3. Although
the fine-tuned models performed best, LLM approaches outperformed the rule-
based approach and have the advantage that they do not need annotated data,
thereby providing a solution for domains with limited resources.

Instead of creating subgraphs, extracting a full knowledge graph can provide
more insight for other domains. In the safety domain, we compared various re-
lation extraction techniques from news messages using statistical methods such

3 This work is currently under review
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as co-occurrences [4, 7], classification models leveraging embeddings [11, 15], and
LLM prompting strategies. We evaluated performance against a manually cre-
ated ground truth. The results showed that statistical and relation classification
models struggled to capture the richness of natural text and were outperformed
by LLM prompting strategies. However, LLMs still fell short of matching human-
created ground truths, with F1 scores around 0.6 [4].

Ontologies, while closely related to knowledge graphs, impose more rigor-
ous constraints on relations and entities [1]. They formalise knowledge through
general facts and logical relations, such as taxonomies and properties [17]. Due
to their increased complexity and generalisations, ontologies are harder to ex-
tract from text than knowledge graphs. Ontology learning focuses on this task
and has been a long existing field of research, with early work using rule-based
approaches [8], and advancing onto statistical approaches [12]. With the ad-
vancement of NLP techniques due to architectures such as transformers, the
quality of both knowledge graph extraction and ontology learning approaches
has improved [14]. In recent work, we expanded our experiments from the safety
domain by adding experiments with LLMs for ontology learning. We annotated
the same news dataset [4] and modelled an ontology from the annotations. We
included various prompting strategies for GPT-4o and evaluated them against
the ontology. F1 scores ranged from 0.2 for properties, to 0.65 for individuals,
with average scores lying around 0.5, revealing that some ontology elements are
easier to automatically extract than others [5].

While most of our experiments have been evaluated against a ground truth,
in practice, a ground truth is often unavailable and impractical to create due to
the size of the graphs. Consequently, any modifications made must be evaluated
manually. To facilitate automatic evaluation, we proposed a set of evaluation
metrics which measure the semantic and syntactic quality of a graph [2]. We
validated the metrics through experiments that involved removing concepts and
adding faulty ones. The results demonstrated that these metrics can effectively
indicate positive or negative changes in the graph, alerting developers when a
review of their modifications may be necessary [2].

A similar evaluation challenge arises when examining techniques used for
knowledge graph extraction—LLMs. While the output in the above experiments
was evaluated in different ways, open questions remain such as the consistency
of results and robustness of models [4, 13]. We are currently investigating these
evaluation challenges and potential solutions.

In summary, this research highlights the potential of NLP for the automatic
creation of knowledge graphs and ontologies across various domains. Our find-
ings show the effectiveness of fine-tuned models for creating subgraphs, and the
promising capabilities of LLMs for knowledge graph extraction and ontology
learning. Evaluation of both knowledge graphs and LLMs remains a challenge,
although we provide a step towards automatic evaluation [2]. In future efforts,
we will aim to enhance extraction techniques and create more robust evaluation
frameworks, further advancing the automation of knowledge graph construction.
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