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We present an approach to improving safety of surgical procedures based on auto-
mated run-time monitoring [1] for properties that should hold during the surgery. In this
abstract, we describe monitoring using kinematic information obtained from the robot’s
manipulators (rather than visual input from the robot cameras).

Run-time verification has been successfully used in a wide range of applications,
including software systems, avionics, and autonomous space robotics [1, 5, 8]. There
is also work on surgery monitoring using Siamese neural networks and transformers
[12, 9]. However, run-time verification of robot-assisted surgery that involves precise
formal guarantees and can be used for any monitorable property has not previously
been attempted, although there is work on verification applied to robotic surgery [3, 2].

We compiled a list of properties within the RAMIE [10] procedure that are impor-
tant to be monitored for in order to obtain a correct execution of the procedure while
minimizing postoperative complications or injuries.

Some of the examples of the properties that need to be monitored for include: the
surgeon’s movements should not exceed certain speed, the surgeon should not stop for
more than a few seconds, the tools in the hands of the robot should be in the camera
view, suturing should be done in the correct direction.

In run-time verification, properties to monitor are often expressed in Linear Tempo-
ral Logic over finite traces (LTL f ) [7, 4]. This formal language is intended for describ-
ing constraints on runs of the system (sequences of states of the system). It can say that
some statement φ holds in the Next state (Xϕ), that φ holds Globally (□ϕ) and that
some statement ψ holds until φ becomes true (ψUφ). A system execution is formally
a simple linear trace — a sequence of events that capture a behaviour of the monitored
system we are interested in analysing.

As an example, monitoring for too high speed of the tool tip can be expressed as:
□(speedToolTip < s). Note that □(speedToolTip < s) is a proposition.

The most successful device used for RAMIE is the da Vinci Surgical System (In-
tuitive Surgical Inc., Sunnyvale, CA). Open-source, custom-built hardware controllers
and software elements (dVRK) based on the first generation of the da Vinci robot are
now used for research. We briefly consider an experiment in runtime monitoring during
suturing using dVRK. The data we get from the sensors contains a time stamp, positions
of the left and right PSMs of the dVRK and of the sigma.7 hand interfaces that control
the dVRK, rotation matrices of the PSMs, orientations of the sigma.7s, translational and
rotational velocities of the PSMs and the sigma.7s, and gripper angles of the PSMs and
the sigma.7s.
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The monitoring was performed of 2 robotic suturing throws (1 throw = 1 stitch).
The setup was similar to [11], which comprised of the dVRK PSMs that integrate two
sigma.7 hand interfaces (Force Dimension, Nyon, Switzerland) to allow the user to
control the robotic platform.

We augment the raw data that we get from the sensors: in every state, in addition to
storing x, y and z coordinates of the tool tip, we also store the coordinate values we had
in the previous state, we denote them by x−, y− and z−. We also store the velocity for the
current state, as well as other parameters we might need for expressing the properties
we are monitoring. In addition to adding the necessary parameters to the states, we
disregard other input variables. This gives us a sequence of states on which to evaluate
the formulas during monitoring. Let us look at an easy example of simple continuous
suturing. The direction of the stitches here is along the wound. Let X be an axis parallel
to the wound (if wound is a straight incision), so the correct direction of suturing is along
X. We also have x coordinates of the tool tip during suturing. Specifying the property
(the correct direction of suturing), we want to make sure that the difference between
the subsequent moments (coordinates at subsequent moments) is positive. Assume we
have a way of determining when knot tying happens, then we can express the property
as follows:

(ToolTipx > ToolTipx− )U(KnotTied),

where ToolTipx is the x coordinate of the tool tip and ToolTipx− is the x coordinate of
the tool tip at the previous state.

To check that the surgeon is not stopping for more than m steps, we have to verify
that at least one coordinate is changing every m steps:

□¬(ToolTipx = ToolTipx−∧X(ToolTipx = ToolTipx−∧. . .∧X(ToolTipx = ToolTipx− ) . . .)︸︷︷︸
m−1

∧

∧ToolTipy = ToolTipy−∧X(ToolTipy = ToolTipy−∧. . .∧X(ToolTipy = ToolTipy− ) . . .)︸︷︷︸
m−1

∧

∧ToolTipz = ToolTipz−∧X(ToolTipz = ToolTipz−∧. . .∧X(ToolTipz = ToolTipz− ) . . .)︸︷︷︸
m−1

).

We can also verify that the tools are not outside of the camera view. If for simplicity
we assume that the Z axis is perpendicular to the camera view, then we only have to
worry about the other coordinates. Assume the bottom left corner has coordinates (0, 0)
and the top right corner — (A,B), then the property of interest looks like this:

□(ToolTipx > 0 ∧ ToolTipx < A ∧ ToolTipy > 0 ∧ ToolTipy < B).

Since the properties are described in LTL f , we can use one of the existing software
tools that will monitor this property in real time, for example the one discussed in [6,
13]. Run-time monitoring will be used to automatically alert the surgeon to potential
problems during surgery, leading to increased safety of the procedure.
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