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Abstract. Osteoarthritis (OA) is a prevalent joint disorder and a sig-
nificant cause of disability in older adults [1, 2]. Although guidelines for
non-surgical treatment options for hip and knee OA exist, their manage-
ment remains underutilised [3, 4].
This research project has the aim to develop an application that delivers
personalised and just-in-time advice for patients with OA by merging
expert systems (ES) and machine learning (ML). ES provide the trans-
parency and explainability that is often necessary to gain the user-trust
that is of particular relevance in clinical settings. However, recent ad-
vances in ML offer superior predictive power and the ability to model
complex, non-linear relationships. This is particularly useful when utilis-
ing clinical longitudinal trial data that is not independent and identically
distributed (i.i.d.). We will explore hybrid approaches that retain trans-
parency without compromising predictive power.
To this end we will collect data from 600 OA patients trying out a sim-
plified web-based application for OA self-management over a 12-month
period. The collected data includes self-report measures on 47 prognos-
tic factors that we identified to be associated with changes in three OA
outcomes variables in a previous systematic review [6]. We will assess
scores on the three outcome variables (pain, physical functioning and
participation) on a biweekly basis to determine eligibility for three OA
self-management modules (addressing movement, sleep or weight man-
agement) upon which a randomised choice for one of the eligible inter-
ventions is triggered (see Figure 1 for an illustration of the movement
module). The intervention modules follow a decision tree structure and
resulted from a structured process in which a expert-led focus-group
designed clinical cut-offs and recommendations based on patient char-
acteristics and complaints. The data will be used to train and compare
several models that take the temporal dependency of the data into ac-
count, such as Long Short-Term Memory (LSTM) and Gated Recurrent
Units (GRUs).
Furthermore, we are interested in reducing the user’s measurement bur-
den by reducing the amount of self-report instruments. In order to ac-
curately assess feature importance we need to account for potential con-
founding introduced through treatment effects of the administered inter-
ventions. One approach is modelling such treatment effects as features in
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our dataset, which will also enable us to detect which subgroups respond
best to which intervention. Additionally, causal machine learning tech-
niques, such as structural causal models (SCMs), can be used to estimate
the causal effect of predictors on outcomes by adjusting for confounders
introduced by interventions. These models isolate the true effect of pre-
dictors by modeling interventions as treatment variables and estimating
counterfactual outcomes using methods like inverse probability weighting
or do-calculus.
Whether such models effectively deal with confounding treatment ef-
fects will be the subject of simulation experiments in which we employ a
method introduced by [5]. This method uses restricted permutations to
test if an algorithm has learned the relationship of interest in the pres-
ence of confounding factors and allows us to quantify and correct for the
influence of observed confounders.
Lastly, we will integrate our ML model with our ES. To this end we will
compare several options such as using the ML model to predict changes
in outcome scores that require preventative action through the ES, or
adjusting the parameters of the decision tree. Additionally, we will ex-
plore model-agnostic explanation methods for the employed ML models
such as local interpretable model-agnostic explanations (LIME) [7] and
SHapley Additive exPlanations (SHAP) [8] as well as model specific ex-
planation methods such as visual explainable LSTMs (VixLSTM) [9].
The efficiency, explainability and feasibility of the hybrid system will be
assessed and compared to an ES-only control condition in a randomised
controlled trial.

Fig. 1. Decision tree of the movement module.Vragenlijst Fysieke Activiteit (VFA, to
measure physical activity); Physical Activity Readiness Questionnaire (PARQ, to test
whether the patient is fit take part in an excercise programm); physical activity (PA).
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