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1 Introduction

Reinforcement learning (RL) is a promising technique to improve decision-making
in healthcare because it can handle uncertainty into its sequential decision-
making and learns from observational data [4,10,7,9]. However, several chal-
lenges related to performance, safety and the alignment of learned solutions
with existing knowledge remain before putting RL into clinical practice [8].

In [5], we set out to develop an approach that combines RL with a knowledge-
based approach to obtain a hybrid solution that benefits from the best of both
worlds [1]. We propose a framework for finding effective and guideline-compliant
treatment policies by incorporating treatment guidelines into RL. We evaluate
our approach in a case study on mechanical ventilation (MV) optimization using
the MIMIC-III database [6].
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Fig. 2: Test set results (mean and 95% CI) obtained using off-policy evaluation.

2 Guideline-informed Reinforcement Learning

The proposed framework for RL informed by guidelines generates policies based
both on the knowledge encoded in the guidelines and on the experiences ob-
tained in clinical practice. It differs from the standard RL setup in two ways, as
visualized and explained in Fig 1. Both extensions of the general RL framework
are informed by clinical guidelines.

In our evaluations, we compare these extensions using a model-based off-
policy evaluation approach called Fitted Q-Evaluation (FQE) as well as a purely
data-drive approach that relies on weighted importance sampling and takes into
account variable trajectory lengths (omitted in this abstract) [3,2]. Figures 2a
and 2b respectively report safety expressed as the probability of taking a safe
action, and expected returns (associated with probability of survival after 90
days). We see that the two approaches are more safe than the unconstrained
approach in both the stochastic (QLg) and deterministic (QLp) policy setting
when compared to outcomes observed in clinicians (O) and obtained with Imi-
tation Learning (IL) — at limited cost to estimated reward.

Fig 2c displays the effective sample size (ESS), a metric to assess how many
samples contributed to the estimated return during off-policy evaluation (OPE).
We see that the ESS is low for learned policies and that this is particularly the
case for the deterministic policy (QL. The full work contains more results an
analyses, including the result of reward shaping (no positive effect) and an analy-
sis of the learned policies which are more diverse than those of the clinician’s [5].

3 Conclusion

We proposed and evaluated a hybrid learning- and knowledge-driven framework
for automated clinical sequential decision-making. We found that our approach
produces policies that comply with the medical guideline while outperforming
clinicians in terms of expected mortality in a model-based evaluation. Our frame-
work can extend existing studies into the use of RL in the medical domain with
guideline compliance guarantees and is therefore an important stepping stone in
the adoption of RL in clinical practice.
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