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Thesis Abstract

In recent years, Natural Language Processing models have shown compelling
progress in generating and translating text. Yet, the symbols that are manipu-
lated by these models are not inherent to the models themselves. The machine
only calculates the probability that a specific token comes after another (or a
group of others) and then produces a list of tokens, each of which has a cer-
tain probability to follow the previous one. The semantic interpretation of the
outputs – as well as of the inputs – of these models is completely invisible to
the system that produces them. This is commonly referred to as the Symbol
Grouding Problem and, as of today, there is not a generally accepted procedure
to solve it.

Many attempts have been made at developing one. One of the earliest was
proposed by Roy [1], who designed “a computational model which learns from un-
transcribed multisensory input” where acquired words were represented “in terms
of associations between acoustic and visual sensory experience.” The model was
meant to mimic the way children learn, by discovering “words by searching for
segments of speech which reliably predict the presence of visually co-occurring
shapes.” Another interesting experiment was proposed by Sugita and Tani [2].
They focused on the creation of a geometrical n-dimensional space, where the
geometric arrangements represented “the underlying combinatoriality” among
symbols. Yet another attempt came from Nolfi [3], who tried an evolutionary
approach, by setting up an environment where communication emerged between
behaviour-adapting robots after several generations. More recently, a number of
other approaches were proposed. One came from Shao et al. [4], whose research
was based on a learning from demonstration method through the “something
something” video database [5] that offers images of thousands of actions on ob-
jects, paired with linguistic labels. A rather different approach came from Liu, Li
and Cheng [6], who proposed a general-purpose neural sound synthesis (V2RA)
network, based on generative adversarial networks (GANs), that was able to gen-
erate sound directly from visual inputs. In their work, partially recalling Roy’s
work, the task was “formulated as a regression problem to map a sequence of
video frames to a sequence of raw audio waveform.”

Based on this previous research, our project proposes another experiment,
the training of a sequence-to-sequence model over videos characterised by visual
elements which reliably predict the presence of acoustic co-occurring elements.
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In order to perform the experiment, a dataset was created ad-hoc. It includes
5 types of objects (namely pen, phone, spoon, knife and fork) and 5 actions
(move to the left, to the right, up, down and rotate). It is composed of 1,000
videos, each showing an object – either staying still or moving – while a voice
reads a sentence, for example “this is a pen,” that refers to what we see. There
are twenty voices in total: ten voices are natural – i.e. they have been recorded
by real people – while the other ten are artificial1. Each video is exactly 3 sec-
onds long. It is 180x180 pixel sized and the audio is sampled to 16 KHZ. The
data was augmented by five operations: flipping image, increasing and decreas-
ing bright, increasing saturation and zooming in. In total, 36,000 samples were
generated. The complete dataset is available online2 and it is released under li-
cence Creative Commons Attribution-ShareAlike 4.0 Generic (CC BY-SA 4.0).
Video files were processed by two pre-trained neural networks, namely Wav2vec
(a model introduced by Baevski et al. [7] at Facebook for self-supervised learn-
ing of representations from raw audio) and CLIP (developed by Radford et al.
[8] at OpenAI), that extracted respectively acoustic and visual features. Then a
sequence-to-sequence neural network mapped the extracted features of the visual
part onto the extracted features of the acoustic part.

Two research questions were considered: whether such a model could map
video features onto audio features, in fact producing a categorization without
labels, where the categories would emerge from the parallel, simultaneous gen-
eralization of both input and target; and whether the model would be able to
compose learned information about objects and movements to correctly describe
a new combination, shown in a video it was not exposed to during training, a
process that is defined as compositional semantics.

The experiment showed that the model was able to generalize simultaneously
over videos and over the utterances that were paired with them. In fact, it
produced sentences that were in some cases more accurate than the original
ones, precisely because of the process of generalization. However, the results
suggest also that the model did not develop the ability to combine information
taken from different samples. In other words, while symbol grounding seems to
have been achieved, compositional semantics does not.

The experiment shows that sensory perceptions can be mapped onto one an-
other with a sequence-to-sequence model trained over a dataset where elements
coming from different sensory domains are paired. However, it is not sufficient
to develop compositional semantics.
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1 Produced through the services of the website https://www.murf.ai
2 https://www.kaggle.com/datasets/fabiodeponte/symbolgrounding
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