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Abstract. The recent rise of Large Language Models (LLMs) has rev-
olutionized the deep learning field. However, the desire to deploy LLMs
on edge devices introduces energy efficiency and latency challenges. Re-
current LLM (R-LLM) architectures have proven effective in mitigat-
ing the quadratic complexity of self-attention, making them a potential
paradigm for computing on-edge neuromorphic processors. In this work,
we propose a low-cost, training-free algorithm to sparsify R-LLMs’ ac-
tivations to enhance energy efficiency on neuromorphic hardware. Our
approach capitalizes on the inherent structure of these models, rendering
them well-suited for energy-constrained environments. Although primar-
ily designed for R-LLMs, this method can be generalized to other LLM
architectures, such as transformers, as demonstrated on the OPT model,
achieving comparable sparsity and efficiency improvements. Empirical
studies illustrate that our method significantly reduces computational
demands while maintaining competitive accuracy across multiple zero-
shot learning benchmarks. Additionally, hardware simulations with the
SENECA neuromorphic processor underscore notable energy savings and
latency improvements. These results pave the way for low-power, real-
time neuromorphic deployment of LLMs and demonstrate the feasibility
of training-free on-chip adaptation using activation sparsity.
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Recurrent LLMs (R-LLMs) [6, 1, 2] have emerged as lighter alternatives to
self-attention LLMs. These methods combine the ability of recurrent inference
and operate with linear complexity, addressing the quadratic self-attention issue
while still benefiting from the rapid parallel training. Additionally, the recurrent
computational paradigm is well-suited for neuromorphic processors, which are
brain-inspired low-power AI-dedicated hardware [8, 5]. These processors manage
event-based data-flow processing, exploiting the activation sparsity in neural net-
works for energy-efficient and low-latency computation. To maximize the bene-
fits of neuromorphic computing, a high level of activation sparsity in the neural
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Fig. 1. Recurrent LLM (RWKV [6]) block with proposed thresholding function for
activation sparsity and the training-free threshold initialization algorithm.

networks is crucial [9]. However, R-LLM models consist of dense linear layers, in-
cluding high-dimensional upward and downward projections, resulting in costly
computation on neuromorphic processors. Therefore, there is a need to explore
activation sparsity in R-LLMs for energy-efficient neuromorphic computing.

State-of-the-art methods for improving activation sparsity in LLMs apply the
ReLU activation function before linear layers in pre-trained models and perform
fine-tuning on large datasets to restore performance [4, 7]. Moreover,[7] applied
activation regularization in loss functions to enable sparse-aware fine-tuning and
further increased sparsity. However, these approaches involve a training-based
fine-tuning stage, which requires high computational costs due to the model size
and training tokens. Privacy concerns over local fine-tuning data make on-device
LLM adaptations preferable [3], but training computational costs render this
impractical. Furthermore, current solutions are designed for transformer-based
models, and to our knowledge, no low-cost activation sparsification method exists
for R-LLMs that are also well-suited for on-device adaptation.

This abstract proposes an R-LLM with activation sparsity for energy-efficient
neuromorphic computing and a training-free threshold adaptation algorithm for
improving activation sparsity (see Figure 1). Our contributions are as follows:

– We introduce an event-based R-LLM with thresholding functions. The re-
sulting R-LLM (RWKV 430M-3B [6]) obtains an average 63% activation
sparsity, increasing 2.2× compared to the model with natural sparsity.

– We propose a training-free algorithm to find thresholds using local data
adaptively. The algorithm can be deployed on neuromorphic processors and
is 30× faster on GPU than the training-based method [4].

– We demonstrate a 1.9× energy and latency improvement of the sparse model
via hardware simulation with the SENECA neuromorphic processor [8].

– We extend our approach to a self-attention LLM (OPT 2.7B [10]), demon-
strating comparable results to the training-based method [4].
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