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Abstract. Recent advancements in computer vision, particularly with
transformer-based models, have shown promise for automated pain as-
sessment using facial expressions. This study evaluates the Video Swin
Transformer (VST), which leverages temporal dynamics for nuanced pain
detection. We compare the VST’s performance to other transformer
models, like Swin Transformer and Vision Transformer (ViT). More-
over, we also demonstrate that higher temporal depth improves perfor-
mance. While the use of Focal Loss to address class imbalance in the
UNBC McMaster dataset was ineffective, our research also highlights
the importance of diverse datasets for model generalizability. Atten-
tion map analysis confirms that the VST models focus on pain-related
facial regions, enhancing their explainability. The VST-0 and VST-1-
TD models achieved new state-of-the-art F1 scores of 0.56 ± 0.06 and
0.59 ± 0.04, respectively, and competitive AUC scores. This work em-
phasizes the VST architecture’s potential in both automated pain as-
sessment and broader facial expression analysis. Code is available at
https://github.com/MRausus/VST-APA
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1 Introduction

Pain assessment is critical in clinical diagnostics and treatment. Automated pain
detection using facial expressions has gained traction due to its non-invasive na-
ture and reliability as a pain indicator [10][12][9]. Recent advancements in com-
puter vision have seen a shift from Convolutional Neural Networks (CNNs) to
transformer-based models like ViTs [2], which set new benchmarks in various
vision tasks. However, ViTs have limitations which have been mitigated using
Swin Transformers. This research introduces the use of VST [5] to model spa-
tiotemporal dynamics of facial expressions, offering an advanced approach for
automated pain detection.

2 Methodology

The proposed methodology involves using the VST [2] to detect pain through
facial expressions by using spatiotemporal dynamics. The models were trained
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and evaluated using two datasets: the UNBC McMaster Shoulder Pain dataset
[7] and the BioVid Heat Pain Database [13]. However, the BioVid dataset was
used exclusively for cross-dataset validation as a test set. Preprocessing steps
included 2D alignment of faces with RetinaFace [1], normalization, and subse-
quence generation. We employ a five-fold cross-validation strategy, dividing the
UNBC database into five subsets on patient level with similar class distributions
and training models on different combinations of these subsets. Models were
trained using a combination of cross-entropy loss with oversampling for han-
dling class imbalance. Evaluation employed both quantitative (F1 score, AUC)
and qualitative (attention visualization maps [8]) methods to assess model effec-
tiveness, generalizability, and explainability.

3 Experiments and Results

Several experiments were conducted using the UNBC McMaster to evaluate the
VST’s performance compared to the Swin Transformer (ST-0) and Vision Trans-
former (ViT-0). A performance comparison of our models and previous work is
presented in Table 1. The VST-0 model with four frames achieved an F1 score
of 0.56, while the VST-1-TD model with eight frames achieved a higher F1 score
of 0.59, highlighting the benefits of incorporating more temporal information.
Another ablation study including the VST-2-FL model showed that Focal Loss
[4] as an alternative to handle class imbalance is not sufficient in our scenario.
In cross-dataset validation with the BioVid dataset, the VST-0 model demon-
strated the best generalizability regarding F1, although all models struggled to
maintain high accuracy. Attention heatmaps (see Figure 1) confirmed that VST
models focus on relevant facial regions associated with pain, such as the eyes
and nose, validating their effectiveness and explainability.

Fig. 1: Attention heatmap obtained
by averaging the heatmaps of 100
true positive images using VST-0.
Red areas indicate high attention,
while blue areas indicate low atten-
tion.

Table 1: Performance comparison of
our models with previous work

Model F1 score AUC

CDL [11] 0.46 ± 0.18 −
PFDL [11] 0.47 ± 0.20 −
SPTS + C [7] − 0.84
SPTS + S + C [6] − 0.85
ViT-1-D [3] 0.55 ± 0.15 0.88
ViViT-1-D [3] 0.55 ± 0.13 0.86

VST-0 0.56 ± 0.06 0.85
ST-0 0.53 ± 0.04 0.80
ViT-0 0.55 ± 0.09 0.87
VST-1-TD 0.59 ± 0.04 0.87
VST-2-FL 0.44 ± 0.11 0.77
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