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Abstract. Modern automatic speech recognition (ASR) systems, lever-
aging transformer-based end-to-end (E2E) data-driven deep learning meth-
ods, have markedly enhanced recognition accuracy, paving the way for
advanced speech recognition applications such as Apple Siri. However,
deep learning applications are often perceived as black boxes. For ex-
ample, in E2E ASR models, the learned representations at each encoder
layer often capture multiple speech traits that are highly entangled - not
only the intended speech content (the actual linguistic information) but
also the speaker identity, dialect, accent, emotion, background noise, and
other contextual factors. As a result, the learned representations of cur-
rent E2E ASR models lack interpretability.

In the real world, speech data encompass significant diversity, including
variations in speaker and speaking environments. [1] shows that an ASR
model trained on one group of speakers but tested on different groups
exhibits significant fluctuations in recognition performance. While the
linguistic information or speech content is expected to remain consistent
across different speakers, the model produces speech content-related rep-
resentations that are entangled with other speech traits not present in
the training data, such as speaker identity. Furthermore, our experimen-
tal results show that with a well-trained transformer-based E2E ASR
model, the representations extracted from certain attention heads of the
first several encoder layers form clear speaker and gender clusters, while
other layers or attention heads do not exhibit the same behavior. This
arbitrary and inconsistent entanglement can occur at various compo-
nents or layers within the model, making it challenging to answer the
question, “Which aspects of the learned representations from where in
the network architecture contribute to fluctuations in recognition perfor-
mance?”. Consequently, this entanglement makes it difficult to improve
the ASR model’s generalization.

Our studies focus on enhancing the explainability of learning representa-
tions in transformer-based E2E ASR models. Specifically, we disentangle
the internal representation of the encoder into sub-embeddings with each



2 P. Wang and H. Van hamme

sub-embedding explicitly correlated with a specific speech trait (such as
speaker identity) based on the different temporal behavior of each speech
trait. For example, the what (linguistic information) is a rapidly var-
ing embedding that requires a resolution of a few tens of milliseconds,
while the who (speaker, accent, dialect) varies at a slower rate. In this
study, we mainly discuss disentangling the content and speaker traits,
a model we name Disentangle-Transformer. We introduce time-invariant
regularization to penalize rapid changes in the one attention head of the
Disentangle-Transformer’s encoder layer during training. This regular-
ization can be applied to either a single layer or the full set of encoder
layers.

Experiments with training on LibriSpeech 100 dataset show that the
Disentangle-Transformer, with an explicitly entangled speaker trait, can
achieve the same performance as the vanilla transformer model, with a
minor improvement observed. The word error rate (WER) drops from 8.0
to 7.8 on the dev-clean dataset, from 20.1 to 19.6 on dev-other, from 8.3
to 8.1 on test-clean, and from 20.6 to 20.0 on test-other. T-SNE plots of
representations extracted from each attention head of each encoder layer
of the Disentangle-Transformer and the vanilla transformer show that
the Disentangle-Transformer consistently exhibits clear speaker patterns
in the constrained attention head and layer, while the vanilla transformer
does not show regular patterns, as some layers and attention heads con-
tain more speaker traits.

To assess the extent of the explainability of the Distentangle-Transformer
ASR model, we use the encoder of the trained Disentangle-Transformer
with a single-layer linear decoder for speaker diarization on the Lib-
riMix dataset, which overlaps utterances from two speakers in the Lib-
riSpeech 100 dataset. Zero-shot speaker diarization using representations
extracted from the time-invariant constrained attention head, referred to
as the disentangled speaker trait, achieves a diraization error rate (DER)
of around 22%, while representations extracted from the non-constrained
attention head, referred to as the disentangled content trait, show a DER
higher than 40%. With further fine-tuning of only the constrained layer
of the Distentangle-Transformer on the speaker diarization target for 5
epochs, the disentangled speaker trait achieves a DER of around 11%. Af-
ter training for 13 epochs (three hours), it reached a DER of around 7%,
matching the performance of the benchmark model, which was trained
on LibriMix dataset for 100 epochs.
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