
Counterfactual Explanations with Domain
Knowledge in Multivariate Time Series

Emmanuel C. Chukwu1, Rianne M. Schouten1, Monique Tabak2, and Mykola
Pechenizkiy1

1 Eindhoven University of Technology, Netherlands
2 University of Twente, Netherlands

{e.c.chukwu}@tue.nl

Introduction: Counterfactual explanations (CFEs) offer an intuitive way to un-
derstand complex machine learning models by generating hypothetical scenarios
that show how changes in inputs affect outcomes [6,9,10]. However, their applica-
tion to multivariate time series (MTS) data remains limited [7]. Current meth-
ods often produce unrealistic or impractical counterfactuals by failing to take
into account domain-specific constraints and dependencies [2, 5, 11]. MTS data
are inherently complex due to interdependent variables that change over time,
making theoretically valid counterfactuals difficult to implement. For example,
a CFE may suggest lowering a patient’s blood pressure to improve prognosis,
but this may not be feasible if the patient’s condition or medications prevent
it. These methods use proxies for plausibility to avoid infeasible recommenda-
tions [1], many overlook the need for actionability and alignment with domain
constraints [2, 8].

This paper enhances CFEs by incorporating domain knowledge. We apply an
attention-based algorithm to diabetes patient data, generating counterfactuals
related to physical activity to improve glucose control. Preliminary results show
that our method produces actionable and feasible counterfactuals.

Background: The Attention Based Counterfactual (AB-CF) method [8] gen-
erates CFEs for MTS by identifying key data segments and replacing them with
the most similar, but contrasting, segments from the training set. However, there
are several downsides to this approach. First, it generates only a single CFE per
instance, leaving users without multiple options to choose from. Second, in prac-
tice, the method may need to be tailored to specific data types and existing
knowledge, which limits its immediate applicability in such situations. Addition-
ally, the method relies on the "nearest unlike neighbor" mechanism, substituting
parts of the instance being explained, which could further restrict its real-world
use when training data are inaccessible due to privacy or ethical concerns.

Proposed Solution: We aim to incorporate domain knowledge into the gener-
ation of CFEs to create actionable and feasible counterfactuals. Domain knowl-
edge can be formalized as rules, constraints, and expertise specific to a particular
field. In this paper, we incorporate domain knowledge into the CFE generation
process by identifying which univariate time series in a multivariate set are ac-
tionable, focusing on a real-world use case: diabetes management using data from
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the Dialect study. This observational study involves patients with type 2 dia-
betes treated at Ziekenhuis Groep Twente hospitals in Almelo and Hengelo [3].
We collect data on patient step count, heart rate, and blood glucose levels.

Analysis of the dataset revealed that the step count is the only modifiable
variable among the three time series variables, and it follows a half-normal dis-
tribution [4]. Our proposed solution involves three key steps: 1. we select the
modifiable time series. In the Dialect study, these are the step count data. 2.
We incorporate knowledge of the half-normal distribution into the algorithm to
model the distribution of step count data. The algorithm selects 5-length seg-
ments from the step count data and perturbs them with random values drawn
from the half-normal distribution to generate counterfactuals, ensuring realistic
changes. 3. Instead of creating a single CFE per instance, we generate a diverse
set of CFEs using the dynamic time warping (DTW) distance. DTW measures
the similarity between two TS data through an optimal alignment between them.

Results: The dataset consisted of 80 patients, with time series data recorded
over two weeks. After preprocessing, the data was split into 150-minute-long sub-
sequences, resulting in more than 80,000 instances for all patients. The dataset
was then split at the patient level into training and testing sets in an 80:20 ratio.
An LSTM model, consisting of two LSTM layers with 50 units each, was trained
over 50 epochs with a batch size of 64 to classify glucose levels into four cate-
gories: hypoglycemia, normoglycemia, prediabetes, and hyperglycemia. A patient
predicted to be in the range of hyperglycemic, hypoglycemia, or prediabetes was
selected to generate CFE aimed at normoglycemia. For example, Table 1 shows
an example of the CFEs generated for one instance. In this result, five segments
of the data instance were perturbed, as indicated by the numbers in blue in the
table. The results suggest minimal changes for the patient; however, the CFE
recommends a variety of stepping activities for the subject.

Conclusion: In conclusion, the lack of actionability and feasibility in current
methods for generating CFEs in MTS can be addressed by incorporating do-
main knowledge. This approach ensures that counterfactuals respect reality con-
straints, making them more practical and useful for decision-making. This work
lacks a vital factor in glucose control, namely food intake, and a rigorous evalua-
tion of the approach. Future work will adapt this approach to other CFE meth-
ods and evaluate their performance using qualitative and quantitative metrics,
to provide actionable insights for time-series-based decision-making applications.

Table 1: Step count CFEs: changing patient’s glucose level from prediabetes to
normal glucose range
original 41 7 164 52 151 19 27 146 251 0
CFE1 41 7 164 52 102 161 13 149 54 0
CFE2 41 9 29 78 4 94 27 146 251 0
CFE3 41 16 270 475 187 228 27 146 251 0
CFE4 353 152 388 148 44 19 27 146 251 0
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