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1 Introduction

In the public safety domain, AI-systems are being developed and deployed for
safety measures (e.g. camera algorithmic video surveillance)[10]. The usage of
such systems can promote and harm personal values of different stakeholders
(such as safety and privacy)[12]. In this paper, we consider how AI-systems may
impact values for different stakeholders. We are interested in analysing how con-
versational agents may aid in reflection on these values to build more value-drive
AI-systems. Reflection can be a valuable part of helping us to bring these values
to the forefront and can allow us to think about values in a more purposeful
manner [13][15][14]. In this study, we look at public safety in AI which allows us
to consider the values, tensions between them, and stakeholders’ positions. We
ask how do people reflect on the implementation of AI in public safety and what
values do they consider important in this implementation? We consider that
reflection needs (1) a dialogue with both a structure and openness to provide
personal content and (2) a conversational “partner” that provides new content
for the review. A rule-based agent provides structure and a “prepared/dedicated
content”, while a LLM-agent provides less structure and “general content” for its
dialogue acts. Consequently, we expect a more rich and diverse value reflection
with the LLM-agent while we have a paper condition as a baseline condition.

To engage in value reflection, we explore the manner in which conversational
agents can be designed for this purpose. Conversational agents can assist people
in many different tasks such as behavioural change and compassion [17][11].
They may also have a huge impact in engaging people in reflection in more
complex fields such as public safety that involve many different stakeholders that
reflect and deliberate on designing and developing new technologies for safety
purposes. While they have become increasingly ubiquitous, this is a research gap
that exists. In the AI-development pipeline, the values of stakeholders are often
insufficiently known, making value-aligned AI-development difficult. We propose
that conversational agents provide a unique avenue for non-judgmental reflection.
In this work we address: How can conversational agents be designed to
promote value reflection within deliberative processes, specifically in
the context of AI-support in public safety scenarios?
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2 Approach – Theoretical Frameworks

We created a text-based conversational agent that attempts to assist people in
value reflection in public safety scenarios. In this research, we examine reflec-
tion in 3 different stages: 1. Awareness; 2. Understanding; 3. Perspective-taking
[1][6][8]. The conversational agent examines this reflection utilising 3 different
methodologies: 1. The follow-up methodology [9]; 2. Agonistic Inquiry [2]; 3.
Initiating Breakdowns [3][5]. Through engaging people on values, we are able to
get a deeper understanding on their decision-making and their thought process.
This is a novel approach in the manner that the text-based conversational agent
engages people in value-based reflection, in the use of scenarios in the public
safety domain to engage value-based reflection [16][4][7] and also in the utilising
of different methods with which to engage value-based reflection.

Through using a conversational agent we are able to examine how conversa-
tional agents are able to integrate these different methodologies and communi-
cate them with users. We can also gain more insights in the dialogue flow that
best leads conversational agents to prompt reflection. A future work will examine
integrating state-of-the-art NLU techniques into conversational agents. A con-
tinuation of this work will look at how we can build conversational agents in this
vein while taking advantage of state-of-the-art Natural Language Understand-
ing techniques building on work by Kocielnik et al. [9]. Particularly intriguing
is specifically looking at the manner in which LLMs enhance reflection of the
people that interact with them and what are the underlying reason’s for this
enhanced reflection.

3 Experiment and Study Design

In this research, we consider a within-subjects design between 3 different condi-
tions. Our first condition is 1. A scenario on paper; 2. a text-based conversational
agent; and 3. An LLM-based conversational agent. We aim to conduct the ex-
periment with around 60 participants, (20 participants for each condition) to
examine the way that the different interventions lead to reflection. In the first
condition, participants answer a set of questions after reading a scenario on pa-
per on which they are meant to reflect. The second method places a scenario
into a text-based conversational agent that guides the user through a stage-
based reflection using different reflection methods. While the last condition is an
LLM-based conversational agent that utilises similar methods as the text-based
conversational agent while taking advantage of the computational strength of the
LLM. Participants are randomly split into one of the 3 groups whose results are
then analysed to compare the manner in which the participants have reflected
in each condition. The experiment’s data will be analysed following our Open
Source Framework (OSF) pre-registration.
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