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Abstract. Federated learning (FL) enables collaborative training of ma-
chine learning models using decentralized data from edge devices. How-
ever, ensuring data quality from local clients remains a critical challenge,
as local data are often corrupted by noise and perturbations, compromis-
ing the aggregation process and degrading the global model. In this work,
we assess client inputs in the gradient space, inspired by the disparity
between gradient norm distributions from models trained on noisy versus
clean data. We propose a noise-aware FL aggregation method, namely
Federated Noise-Sifting (FedNS), which can be used as a plug-in ap-
proach with widely used FL strategies. Our method effortlessly integrates
with existing FL strategies, enhancing the global model’s performance
by up to 13.68% in IID and 15.85% in non-IID settings when learning
from noisy decentralized data.
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1 Introduction

Recent advances in machine learning (ML) have led to a surge in data generated
by edge devices. Federated learning (FL) is gaining traction as a distributed,
privacy-preserving paradigm in decentralized ML [3, 5]. However, data quality
remains a primary challenge, directly impacting ML model performance and
reliability. Compromised data quality leads to data incompleteness, feature cor-
ruption, and label inconsistency [1]. Maintaining high-quality data is particularly
challenging in FL due to its decentralized nature and the server’s lack of access to
client data, which, while addressing privacy and IP concerns, increases difficulty
in ensuring data quality. Using edge devices for FL is a double-edged sword:
large amounts of data can be harvested but often entail significant noise con-
tamination. In tasks like object detection, data collected from image sensors are
susceptible to visual distortions due to clients’ lack of technical expertise or envi-
ronmental interference [2]. In this work, we focus on the problem of noisy input
data, where client features are (non-maliciously) corrupted. Our findings show
that our proposed method effortlessly integrates and works well with existing
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Table 1: Comparison of average accuracy across three independent runs for different
datasets under clean and noisy client data scenarios. For the noisy data scenario, we
consider 5 clean clients and 15 noisy clients with 100% noise level. Models are trained
with FedAvg.

Data CIFAR10 CIFAR100 PathMNIST FMNIST EuroSAT Tiny-ImageNet

IID Non-IID IID Non-IID IID Non-IID IID Non-IID IID Non-IID IID Non-IID

Clean 90.14% 85.52% 64.79% 62.36% 87.74% 82.55% 92.34% 89.37% 94.72% 95.12% 53.26% 52.88%
Noisy 78.62% 73.51% 44.58% 42.10% 54.80% 52.14% 88.14% 84.67% 67.39% 75.06% 24.32% 22.90%

Table 2: Comparison of top-1 accuracy across datasets in IID and Non-IID settings.
We evaluate the performance of FedNS with various federated aggregation methods for
learning under the noisy environment.
Methods CIFAR-10 CIFAR-100 PathMNIST FMNIST EuroSAT Tiny-ImageNet

IID Non-IID IID Non-IID IID Non-IID IID Non-IID IID Non-IID IID Non-IID

FedAvg[5] 78.62% 73.51% 44.58% 42.10% 54.80% 52.14% 88.14% 84.67% 67.39% 75.06% 24.32% 22.90%
+ NS (Ours) 81.67% 78.44% 48.14% 45.94% 63.89% 62.92% 89.61% 88.53% 78.22% 80.12% 27.85% 25.93%

FedProx[4] 79.89% 78.13% 46.75% 45.17% 57.28% 56.27% 87.15% 86.96% 70.83% 76.64% 24.90% 23.76%
+ NS (Ours) 82.31% 81.18% 48.27% 46.80% 60.18% 63.11% 89.12% 87.48% 76.94% 81.20% 26.48% 25.98%

FedTrimmedAvg[7] 78.92% 77.24% 41.81% 41.25% 56.34% 54.50% 90.09% 89.95% 68.30% 74.39% 16.97% 15.48%
+ NS (Ours) 82.63% 82.47% 49.11% 48.32% 64.27% 63.04% 90.29% 91.57% 83.81% 80.50% 29.43% 27.46%

FedNova[6] 81.45% 82.16% 49.48% 48.24% 55.36% 51.04% 90.65% 89.68% 73.54% 66.29% 28.62% 27.24%
+ NS (Ours) 88.65% 88.34% 59.19% 59.17% 80.82% 81.89% 90.57% 91.50% 93.31% 92.70% 48.50% 46.16%

FL aggregation strategies, such as FedAvg [5], FedProx [4], FedTrimmedAvg [7],
and FedNova [6], which makes it widely applicable.

2 Experiment

Participation of noisy clients deteriorates the performance of the global
model. We first conduct an experiment for model training with clean and noisy
input across all the datasets and utilize the same noise configuration. With this,
we aim to evaluate the upper-bound performance that can be achieved when
learning from a mixture of noisy and clean clients. Table 1 presents the com-
parative results of average accuracy for all considered datasets. We focus on
distortions due to their significant impact on degrading the model’s generaliza-
tion capability. We see the participation of noisy clients leads to a significant
degradation in the model’s generalization capability across all tasks, indicating
the detrimental impact of noisy data in the FL environment.
FedNS significantly improves standard federated aggregation meth-
ods. We investigate the robustness of our proposed method by applying FedNS
on six image datasets with different settings under the noisy scenario. As shown
in Table 2, the performance of all aggregation methods exhibits a general trend
of improvement by simply plugging FedNS into the considered strategies. In par-
ticular, we consider the worst-case with heterogeneous data setting in Table 2,
where 15 out of 20 noisy clients participate in the federated training with high
noise severity and 100% noise level. Adding FedNS to FL strategies yields bet-
ter overall performance among all the datasets, especially for some vulnerable
datasets (e.g., Path-MNIST) that are sensitive to data corruption.
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