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1 Introduction

Ecological Momentary Assessment (EMA) is a real-time data collection method
that captures individuals’ mood states, behaviors, and well-being over time.
However, the complexity of EMA data, characterized as high-dimensional time
series data, presents significant analytical challenges. To exploit the full poten-
tial of such data, advanced machine learning techniques, such as clustering and
biclustering (also known as co-clustering), offer a robust framework for uncov-
ering hidden patterns and relationships within EMA datasets [112]. Clustering
facilitates the identification of homogeneous group profiles among individuals,
while biclustering extends this analysis by simultaneously uncovering patterns
that link both individuals and specific features, revealing commonalities and
differences across multiple dimensions [7].

The primary objective of this thesis is twofold: first, to explore and evalu-
ate various clustering and biclustering methods, and second, to investigate the
impact of different data transformations on these methods. To apply most of
the traditional clustering algorithms, it is essential to represent time-series in a
reduced-dimensional space. More specifically, latent vectors through generative
models and network-based representations by applying various distance metrics
on EMA data. By integrating such time-series transformations, the study aims to
evaluate the effectiveness of clustering and biclustering, focusing on both cluster
quality and forecasting performance.

2 Methodology

The methodology of this study is structured around three key components, in-
cluding data transformations, clustering, and biclustering methods, as well as
their evaluation. Starting from the data transformations, we specifically aimed
at reducing the dimensionality of high-dimensional EMA time-series datasets. To
achieve this, first, generative models were utilized to transform high-dimensional
data into lower-dimensional latent vectors[5]. Alternatively, complex network-
based representations were constructed from original data and latent data, al-
lowing the use of community detection algorithms [I0]. These algorithms identify
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communities or clusters within the network, representing groups of individuals
with similar behavioral patterns.

In addition to community detection methods, other traditional clustering
methods, such as k-means and hierarchical clustering, were explored. Further-
more, this thesis explores biclustering techniques, including Spectral Bicluster-
ing and Bipartite Spectral Graph Partitioning to find biclusters that link specific
groups of individuals with distinct sets of features [9I8].

To evaluate the effectiveness of these methods, a combination of intrinsic
evaluation metrics and a downstream forecasting task is used. Intrinsic evalu-
ation metrics, such as the silhouette score, the modularity score [I2] and the
Davies-Bouldin index [I1], are used to assess the quality of the derived clus-
ters separately for each method. To, subsequently, provide an overall compar-
ison of all, a downstream forecasting task was conducted. This task evaluates
the effectiveness of different approaches by comparing the performance of the
cluster-derived models. This forecasting task assesses the practical utility of the
(bi)clustering methods by predicting the progression of EMA features.

3 Experimental Results

According to the experiments conducted, various clustering and biclustering
methods along with different data transformations were investigated. Among
clustering methods, applying traditional clustering algorithms to the generated
latent vectors resulted in higher silhouette scores (on average 0.14, and 0.46
in the best experiment). These findings suggest that dimensionality reduction
through generative models effectively preserves key features while minimizing
noise, leading to the formation of more coherent clusters. In contrast, bicluster-
ing methods showed better performance when applied directly to the original
multivariate time-series data, reaching 0.05.

In the downstream forecasting task, network-based clustering methods exhib-
ited superior performance, achieving an average MSE score of 0.72 when applied
to latent vectors and 0.73 when applied to raw data. On the contrary, the lowest
performance was observed with biclustering, yielding an MSE of 0.82, despite
offering richer insights on both individual and feature levels.

4 Conclusions

This thesis examines the effectiveness of various clustering and biclustering tech-
niques applied to different transformations of EMA data. According to all the
conducted experiments, clustering consistently outperformed biclustering meth-
ods, in terms of both intrinsic evaluation metrics and forecasting performance.
Moreover, data transformations deriving latent vectors through generative mod-
els, as well as complex networks through distance measures demonstrated supe-
rior results, further enhancing the quality and predictive power of the clustering
outcomes. For future work, more advanced modeling approaches should be ex-
plored, taking advantage of the full potential of the biclustering results and
enhancing their performance.
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