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Abstract. Anxiety symptoms are expressed more saliently through cer-
tain modes of communications and contexts. In this thesis, we applied
machine learning for the detection of anxiety symptoms in 9-year-old
children. Our models are trained on features extracted from video record-
ings of interactions between 9-year-olds and their parents. Results sug-
gest that symptoms are most noticeable in conflictual interactions and
are conveyed through the hand movements, facial expressions, and word
choice. To our knowledge, this is the first study that applies machine
learning for detecting anxiety symptoms in children, utilizes multimodal
features, and considers the interactional context.
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1 Introduction

Current anxiety diagnostic methods rely mostly on the reported level of sub-
jective distress and suffering to distinguish normal anxiety from pathological
anxiety [1, 2]. This approach can introduce bias into diagnoses and makes early
detection less accessible to some segments of patients. This work aims to demon-
strate the feasibility of applying machine learning for the detection of anxiety
symptoms in 9-year-old children using multimodal behavioral features.

2 Methods

Features were extracted from four modalities: acoustic, linguistic, facial and
bodily expressions. From the child’s voice, OpenSMILE extracted a set of 88
acoustic parameters of the extended Geneva Minimalistic Acoustic Parameter
Set (eGeMAPS; [3]). Linguistic Inquiry and Word Count (LIWC, or the latest
software iteration, LIWC-22) text analysis toolkit [4] extracted 85 linguistic pa-
rameters. Py-Feat [5] detected the probability of activation of 20 Facial Action
Units (AUs) on the face of the subject. Also, OpenPose [6] detected the posi-
tions of 9 Key Points on the subject’s body, from which 15 affective body pose
features were derived.
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Performance of three models (Gradient Boosting Classifier, Light Gradient
Boosting Machine, and Support Vector Machine) were compared across types of
feature modalities (unimodal and multimodal), fusion types (early and late fu-
sion), and interaction scenarios (conflictual and cooperative). Multimodal mod-
els used features from different modalities, which were merged using early and
late fusion techniques. In early fusion, feature sets from all modalities were con-
catenated horizontally, i.e., extending the feature vector of each data point. A
model trained on this combined feature set therefore considers information from
various modalities when making predictions. In contrast, features from different
modalities remained separated and were used to train individual models in the
late fusion approach (see Fig. 1).

Fig. 1. Late fusion model pipeline.

3 Results

Our GBC models were able to automatically assess anxiety symptoms from mul-
timodal behavioral features of children. The best performance was produced us-
ing multimodal features merged using early fusion technique (accuracy = 0.66%,
MCC = 0.29), and features from conflictual interaction videos performed sig-
nificantly better than cooperative interaction (p = 0.001). As an explainable
methodology, the most significant indicators of anxiety symptoms were identi-
fied using Shapley values that are derived from game theory to determine the
contribution of individual players. These key behavioral features are hand move-
ments, body posture, facial expression (more specifically, the mouth area), and
choice of words.
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