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Abstract. Novel robust regret-based loss-functions are presented for
decision-focused learning (end-to-end predict-then-optimize) to improve
performance when training data is limited or there is a noisy relationship
between the input-output variables of the predictive problem. This is an
encore abstract of work with the same title published at IJCAI 2024 [6].
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1 Motivation

Real-world optimization (decision) problems, such as shortest path or scheduling
problems, are mostly non-deterministic. However, their uncertain parts are often
correlated with contextual information. This makes it natural to use prediction.
In a typical prediction (regression) problem, the goal is to maximize predictive
accuracy. In a setting where the prediction is used to solve an uncertain opti-
mization problem, performance should be evaluated on the decision quality. This
is the main premise of decision-focused learning (DFL) [1, 4, 5].

More formally, the goal of the decision maker is to solve the following stochas-
tic optimization problem with linear objective, observing some contextual infor-
mation z as feature values: minx∈X Ec∼Cz

[cTx|z].
Since Cz is unknown, training a parametric predictor ĉ := fθ(z) can assist in

picking good decisions x∗(ĉ) = argminx∈X ĉTx. Instead of training the predictor
by minimizing a predictive error loss, DFL aims at minimizing decision error. In
this setting, regret [5] is natural and most used: lemp(ĉ, c) = cTx∗(ĉ)− cTx∗(c).
While regret is determined based on empirically (emp) observed samples (z, c),
given our problem definition we would like to find a good decision w.r.t. under-
lying distribution Cz for each z. This means that in lemp, c is used as an estima-
tor for Ec∼Cz

[c|z] (using linearity). This is not different from a typical training
pipeline, but due to the potential combinatorial nature of the optimization prob-
lem it is easier for the predictive model to become biased towards empirically
observed optimal decisions. This leads to our main idea and contribution:

We introduce three regret-based loss-functions that have (1) a lower variance
estimator, and/or (2) consider decisions that are robust against the estimator’s
estimation error as optimal.
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Fig. 1: Visualization of the (empirical) regret loss in DFL (left) and the robust losses
in comparison (predictive pipeline is equal). From left to right: empirical regret (lemp),
RO loss (lRO), top-k loss (ltop-k), k-NN loss (lk-NN).

2 Contribution

Figure 1 shows the full formulations of the introduced losses. Based on the
aforementioned idea, we introduce a k-NN based loss, where the k-NN esti-
mator given feature values z is defined as the arithmetic mean of c(j), where
(z(j), c(j)) = argmin(z′,c′)∈D\

⋃j−1
i=1 {(z(i),c(i))}

||z′ − z|| is the j-th closest data
point in the feature space, || · || is some norm (we use Euclidean) and D the
set of (training) data points. Given an indefinitely increasing number of data
points, the k-NN estimator converges to the true expectation [3] and a variance
of Varc∼Cz

(c)/k. Since we know we have limited data, we adjust the values of the
neighbours using some interpolation weight w ∈ [0, 1]: cw(j) = wc(j) + (1− w)c.

For the other two losses, no new estimator is used. Instead, the empiri-
cally optimal decision x∗(c) is replaced by a decision that is robust against
the estimation error of estimator c. The Robust Optimization (RO) loss con-
siders a RO-formulation for optimal decisions: x∗

RO(c) = minx∈X maxc∈Uc
cTx.

The top-k loss considers the best k decisions as (equally) optimal: x∗
(j)(c) :=

argminx∈X\{x∗
(1)

(c),...,x∗
(j−1)

(c)}{cTx}.

3 Results

We perform experiments on shortest path, travelling salesperson, and energy-cost
aware scheduling problems. The introduced losses are compared with empirical
regret based on two state-of-the-art DFL gradient-approximation approaches,
Smart “Predict, then Optimize” [5] and the Perturbed Fenchel–Young Loss [2].
In these experiments we use different training data sizes and relationships with
varying noise between the variables of the regression problem. We see that es-
pecially when there is little training data and/or a more noisy relationship, the
robust losses perform significantly better. Especially the k-NN loss is consistently
better across different problems. Complete results are in the published paper [6].
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