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Abstract. Atrial Fibrillation (AF), a heart rhythm disorder causing an
irregular and rapid heart rate, affects up to 44% of ICU patients. Early
prediction of AF in the ICU can enable timely interventions, reducing
negative outcomes like prolonged length of stay (LOS) and increased
mortality. We developed a continuous risk prediction model to detect
AF onset using numerical ICU data. Data from ICU patients with a
minimum stay of 6 hours were collected from AmsterdamUMCdb, Eu-
rope’s first open-access ICU database. This dataset included numerical
values such as heart rate and blood pressure, along with medication
and fluid administration records. A Long Short-Term Memory (LSTM)
deep learning model was developed, employing a Model-agnostic Meta-
Learning (MAML) approach to ensure generalizability across different
patients. To address dataset imbalance, additional importance weights
were applied in the binary cross-entropy log loss function. The model was
then tested on an imbalanced test set that represented the real-world ra-
tio of AF to non-AF patients. The model achieved AUC scores of 0.92 and
an accuracy of 0.88. SHAP values were used to understand the model’s
decision-making. The LSTM model within the MAML framework effec-
tively recognized non-AF conditions but was limited in identifying AF
instances.
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1 Introduction

New-onset atrial fibrillation (AF), often occurring as a common complication in
critical illness, is a condition well-known to intensive care unit (ICU) doctors,
affecting up to 44% of ICU admitted patients [4,8,12]. Detecting AF onset in ICU
can enable timely interventions, thereby decreasing negative hospital outcomes
during a patient’s stay [10].

Identifying patients at risk of AF in the ICU is not commonly practiced, and
predicting it in a timely manner can be difficult [10, 17]. Previous research has
explored AF detection models through two approaches: patient-wise prediction,
which assigns a single AF risk score to each patient for their entire ICU stay, and
real-time prediction, which generates a risk score for each measurement recorded
during the patient’s time in the ICU.

For the patient-wise predictions, studies relied on using electrocardiogram
(ECG) signals for AF detection reporting sensitivity and accuracy ranging be-
tween 40% to 100% and 70% to 98%, respectively [2,3,9]. However, these models
focus on diagnosing AF a short time before its occurrence, and they rely on
expert interpretation which restricts the size and diversity of patient cohorts,
limiting their applicability as real-time decision support systems in the prac-
tice. Furthermore, due to their high measurement frequency ECG data are not
routinely stored for ICU patients which impacts their accessibility for analysis.

In contrast, a number of studies have emphasized the value of routinely col-
lected healthcare numerical data from the ICU, such as vital signs, medications,
and fluid balance, in predicting AF , showing that ICU routinely collected nu-
merical data having valuable information for AF detection [7,11,11,14,17]. Re-
ported precision and recall in these studies ranges from 7% to 74% and 15% to
75%, respectively, showing significant variability in the effectiveness of the mod-
els, which indicates that there is room for improvement in the methodologies
employed.

While patient-wise models offer valuable insights into the likelihood of a
patient developing AF, they do not indicate the timing of its onset. Consequently,
some studies have adopted the strategy of aggregating measurements within
specific time windows and making predictions for each window. For example by
trying different time windows ranging from 12 to 24h, Verhaege et.al developed
a semi real-time model for AF detection [17]. However, in the ICU where timely
intervention is critical, enabling the model to provide real-time AF risk scores
can help the clinicians to make more informed decisions. This has the potential
of improving patient outcomes by allowing earlier interventions.

In this study, our objective is to develop a real-time prediction model that
classifies each measurement as AF (atrial fibrillation) or non-AF during a pa-
tient’s ICU stay, aiming to improve performance measures for both groups. The
model will utilize numerical values collected during the ICU stay to continuously
provide a risk score for each measurement. By incorporating meta-learning, the
model can dynamically adapt to new and diverse patient data, improving its
generalization across different scenarios. Additionally, zero-shot learning equips
the model with the capability to make accurate predictions without providing



Real-time prediction of Atrial Fibrillation using Meta-learning 3

additional data for fine-tuning, thereby enhancing its robustness. To accom-
plish this, we integrate zero-shot meta-learning with Long Short-Term Memory
(LSTM) networks, leveraging the strengths of both approaches to enhance the
model’s predictive accuracy and adaptability [15]. By incorporating zero-shot
meta-learning with LSTM, we aim to capture temporal patterns in patients’
time-series data and accommodate inter-patient variability effectively.

2 Materials and Methods

Our model fitting and evaluation of the proposed approach utilize the Amster-
dam University Medical Centers Database (AmsterdamUMCdb) ICU database
(v1.02). This database, endorsed by the European Society of Intensive Care
Medicine (ESICM), stands as the inaugural freely accessible European intensive
care unit (ICU) database [16]. The database contains information from a 32-bed
combined surgical-medical academic intensive care unit (ICU) and a 12-bed in-
termediate care facility [16]. For patients who experienced atrial fibrillation (AF)
during ICU stay, it was determined based on the first time AF was recorded by
nursing staff after at least one sinus rhythm registration. The data processing and
analysis pipeline followed is visualized in Figure 1, which depicts the stages from
raw data acquisition to the final model evaluation. In the upcoming paragraphs
each of these stages are briefly discussed.

To ensure a sufficient data set for training and testing the model, patients
are included regardless of their total length of stay (LOS). The last 2 hours be-
fore the event—either AF onset for AF patients or the last recorded time for
non-AF patients—are excluded from the analysis. This period, termed the buffer
window, prevents the model from accessing the final 2 hours before the event,
thus providing a potential window for clinical interventions aimed at preventing
AF. Within the analyzed time frame, the final 24 hours are identified as the
"Pre-AF window." This window is crucial for detecting atrial fibrillation (AF),
highlighting the period where the model focuses on identifying the onset of AF
(see Figure 1). For patients who do not stay for at least 24 hours, the Pre-AF
window covers the duration from admission to their LOS, and these hours are
used to label AF occurrence. For non-AF patients we marked their last measure-
ment as the endpoint. The methodology also designates all the measurements
prior to Pre-AF window as No-AF window, assigning 0 for the labels.

To ensure consistency in the frequency of consecutive measurements, we
standardized the frequency by averaging the measurements within each hour
to achieve one measurement per hour (i.e., interval harmonization). Addition-
ally, we introduced a new feature into the model to indicate the number of
measurements that have been averaged.

Variables with more than 90% missing data across the dataset were filled
in using mean imputation, while those with less than 90% were imputed using
Multiple Imputation by Chained Equations (MICE) (full details are available
in Supplementary). The baseline characteristics of the patient population are
summarized in Table 1.
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Fig. 1. Model development overview. The process begins with data preparation, where
patient data is filtered based on length of stay, and relevant dynamic and static vari-
ables are extracted. In the data pre-processing step, features are merged, measurement
frequencies harmonized, missing data imputed, and the data scaled and pre-padded.
During labeling, AF labels are assigned to the 24-hour period prior to AF onset, ex-
cluding a 2-hour buffer window. Task selection involves grouping patients into tasks for
training, with separate support and query sets. The training and testing phase employs
a meta-learning approach with inner-loop and outer-loop processes to optimize model
parameters. Finally, during evaluation, the model’s risk scores are monitored over time,
triggering alarms if thresholds are exceeded, indicating a high risk of AF.
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AF patients No-AF patients
Cohort size 1307 16904
Age (group) 70.2 (69-75) 61.0 (55.0-75.0)
Gender (Male) 807 (61.8%) 10940 (64.2%)
BMI 26.5 (23.5-27.4) 25.4 (23.4- 27.1)
Weight 77.4 (65.0-85.0) 77.7 (65.0-85.0)
Mortality 669 (51.1%) 4467 (26.2%)
Sepsis 298 (22.8%) 1787 (10.5%)
Had a cardiology surgery 335 (25.6%) 5039 (30.0%)
SOFA (first 24h) 8.4 (6-11) 5.2 (3-8)
APACHE II (first 24h) 22 (17-26) 16.6 (12-20)
ICU LOS (days) 14.3 (3.8-18.9) 3.0 (1.3- 2.4)
ICU survival 46.4% 73.4%

Table 1. Baseline characteristics of patients with and without AF used for training
and evaluation

2.1 Model Development

Our study employs the Model-Agnostic Meta-Learning (MAML) approach to
enhance the robustness and generalization of a model dedicated to atrial fibrilla-
tion (AF) detection [6]. Meta-learning aims to broaden the model’s adaptability
to various tasks, thereby enhancing its effectiveness in identifying AF from het-
erogeneous patient data. A "task" in our study is defined as a distinct learning
challenge presented to the model, formulated to differentiate between patients
with AF and those without (non-AF patients) based on collected measurements
throughout the ICU stay. Each task consists of a support set and a query set:

– Support set (S): The support set includes labeled data for initial model
fitting to the task, comprising full sequence data from (N1) patients with
AF and (N2) non-AF patients. This set trains the model to identify distin-
guishing features and patterns between different patients.

– Query set (Q): The query set assesses the model’s fitting, containing data
from (M1) AF patients and (M2) non-AF patients, all previously unseen
in the support set. This set tests the model’s learning and generalization
capability.

The loss for task Ti is obtained as :

LTi
(fθ) =

1

|Qi|
∑

(x,y)∈Qi

BinaryCrossEntropy(fθ′(x), y) (1)

where θ represents the initial parameters of the model and θ′ represents the
updated parameters after training on the support set Si.

At the core of our methodology lies the Long Short-Term Memory (LSTM)
neural network, serving as the base learner. Base learner in this context refers to
the specific model or algorithm that is directly trained on a given task’s data to
make predictions (a.k.a inner loop updates). The LSTM base learner in our study
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is adept at processing and making predictions based on full sequence patient
data, by leveraging its ability to remember information from admission point
to AF onset. This step, focusing on inner loop updates, aims to find optimize
parameters in identifying both AF and non-AF measurements within the task
data utilized for model training. The update rule for the inner loop is given by:

θ′ = θ − α∇θLSi
(fθ) (2)

Here, α is the inner loop learning rate, and LSi
(fθ) is the loss on the support

set.
Building upon the fitted model from the inner loop updates, the MAML

framework is designed to enable rapid model adjustments to new patient data,
instead of specializing in a single, specific task. This is achieved by monitoring
the loss function values on the query set, referred to as outer loop updates. The
primary goal of MAML in this context is to refine the base learner LSTM’s initial
parameters to ensures that these parameters are sufficiently generalized across
a variety of patient profiles. The MAML objective function can be represented
as:

min
θ

∑
i

LTi
(fθ′) (3)

and the MAML update rule is:

θ ← θ − β∇θ

∑
i

LTi
(fθ′) (4)

Where β is the outer loop learning rate.The complete loss function for the MAML
in our study, incorporating the inner and outer updates, can be expressed as:

Lmeta(θ) =
∑
i

LQi(fθ−α∇θLSi
(fθ)) (5)

For the training, the Adam optimizer is selected for its ability to adjust
learning rates adaptively.

2.2 Hyperparameter optimization & Cross validation

To enhance the training of our model, we undertook hyperparameter optimiza-
tion. The parameters N1 (representing number of non-AF patients) and N2 (rep-
resenting number of AF patients were adjusted between 100 to 300, in increments
of 100. Additionally, for the weighting factor in the loss function, we experi-
mented with values from 1 to 10, increasing by steps of 2. To further ensure
robust and reliable results, we employed 5-fold cross-validation.

2.3 Feature selection and evaluation

The models were constructed using Python, version 3.9.16. For the meta-learning
algorithm, the learn2learn package was utilized alongside PyTorch’s LSTM mod-
ule (PyTorch version 2.1) [1]. The output from the models were transformed
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using a sigmoid function to yield probability scores that range from 0 to 1. A
threshold of 0.5 was then applied to the AF risk scores to trigger alerts. The
first alert is treated as a precautionary warning, so it is not categorized as either
a true positive or a false positive. Should another alarm occur within the next
hour, it is recognized as an alarm, and any further alarms are treated similarly.
This precautionary mechanism is employed once in the 24 hours leading up to
the onset of AF and again from the time of admission up until the 24 hours
before onset, aiming to enhance understanding in both periods.

The performance of the model was assessed using various metrics, including
precision, recall, F1 score, and Area Under the Curve (AUC), drawn from a 20%
held-out test set of patients, preserving the class imbalance present in real-world
data. We believe it is crucial to evaluate the model’s effectiveness in a real-world
scenario characterized by class imbalance; therefore, the test set was deliberately
kept imbalanced to reflect this.

Precision measures the accuracy of the positive alerts generated by the model,
indicating the proportion of true positive alerts out of all positive alerts (true
positives and false positives). Recall (or sensitivity) assesses the model’s ability
to identify all actual cases of AF, calculated as the proportion of true positive
alerts out of the total actual AF measurements. F1 Score is a harmonic mean of
precision and recall, providing a single metric to assess the balance between them,
with a higher score indicating better performance. Area Under the Curve (AUC)
relates to the ROC curve and measures the model’s ability to distinguish between
the classes (AF and non-AF measurements), with a higher value indicating better
discrimination.

We adopted the same variable selection procedure as outlined by Verhaeghe
et al. (2023). Initially, 282 unique potential variables were selected for inclusion
in the AmsterdamUMCdb. Variables with fewer than 250 occurrences or with
over 99% missing data were excluded, resulting in 194 variables. Additionally,
we included the number of measurements within an hour before harmonizing
frequency, the time difference between these measurements, and the number of
fluid measurements within an hour before harmonization.

2.4 Risk scores for Test patients

Given the focus on clinical application, grasping how the proposed model per-
forms in this environment is crucial. Consequently, the model was assessed using
a separate set of test patients (20% of the total cohort), monitoring them from
ICU admission up to AF occurrence for AF patients or up to 300 hours for non-
AF patients. To analyze how the model predicts risk over time, we examined
the risk scores of patients during their final 48 hours of stay. These scores were
averaged for all patients at each time point and smoothed to illustrate the over-
all trend. This approach allows for determining whether the model steadily or
slightly increases the risk for AF patients nearing the onset of AF, for instance,
demonstrating stable or slightly increasing alarms over time when compared to
non-AF patients.
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SHAP analysis To illuminate the mechanisms and outcomes of the final mod-
els, SHAP analysis was performed to enhance explainability. Each SHAP value
is linked to a specific feature within a data sample, clearly indicating the impact
that feature has on the model’s prediction in comparison to the model’s average
prediction across all data samples. By utilizing SHAP analysis on patient risk
scores, our goal is to closely examine their progression. Through the evaluation
of SHAP values, we obtain a deeper understanding of the role of individual fea-
tures in the fluctuation of risk scores throughout the last 36 hours of stay. This
approach allows us to discern how the importance of specific feature values in
influencing the model’s predictions shifts as the patient’s condition changes.

3 Results

In the AmsterdamUMCdb dataset, out of 4,086 patients diagnosed with atrial
fibrillation (AF) and 19,020 without AF, we included 1,307 AF patients and
16904 non-AF patients in our study. Patients were excluded based on LOS
threshold explained in section 2 (see figure 1). Twenty percent of these patients
were allocated to the test set, consisting of 261 AF patients and 3389 non-AF
patients, while the remaining patients participated in the model training.

Table 2. Performance metrics for AF and Non-AF patients in different periods. A is
the balanced test set (containing 261 AF and non-AF patients) and B is an unbalanced
test set (containing 261 AF patients and 3380 non-AF patients). P and N are pre-AF
and non-AF windows, respectively.

Metric Cohort P-period N-period
AF pat. Non-AF pat. AF pat. Non-AF pat.

Precision A 0.75 [0.03] 0.93 [0.02] NR NR
B 0.29 [0.05] 0.97 [0.01] NR NR

Recall A 0.75 [0.07] 0.83 [0.06] 0.83 [0.04] 0.93 [0.02]
B 0.78 [0.04] 0.79 [0.06] 0.94 [0.01] 0.94 [0.01]

F1 A 0.75 [0.03] 0.87 [0.00] NR NR
B 0.42 [0.04] 0.87 [0.04] NR NR

N.Measurements A 5764 6634 72653 72461
B 6502 62968 82351 946961

% of patients
detected correctly

A 0.56 [0.03] 0.89 [0.03] 0.85 [0.01] 0.95 [0.01]
B 0.52 [0.02] 0.83 [0.01] 0.94 [0.01] 0.94 [0.01]

Average LOS (h) A 17.2 18.2 88.0 75.8
B 16.9 17.7 86.9 77.3

3.1 Model outcome

Performance metrics for AF and Non-AF patients in different periods. A is the
balanced test set (containing 261 AF and non-AF patients) and B is an unbal-
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anced test set (containing 261 AF patients and 3380 non-AF patients). P and N
are pre-AF and non-AF windows, respectively.

The model test evaluation metrics for the balanced and unbalanced test sets
are shown on Table 2 for AF and Non-AF patients in the two periods (i.e., pre-
AF and no-AF). Overall, the model achieved an Area Under the Curve (AUC) of
92% in the unbalanced test set. In the unbalanced test set, the model’s precision
was 29% for AF patients in the pre-AF period. This indicates that in 29% of
cases where the model sounded the alarm, an actual AF event was occurring.
This level of precision enabled the model to correctly identify 78% of AF events,
which translates to 137 patients.

For non-AF instances in pre-AF window, the precision was 97%, reflecting
the model’s heightened accuracy in identifying true non-AF instances, therefore
minimizing unnecessary alarms. Looking at recall in the No-AF period, for both
AF and Non-AF was 96%, indicating high reliability in not raising false alarms
when patients are not yet in the critical Pre-AF period. Additionally, the model
achieved an overall accuracy of 91%, reflecting its stable performance in different
clinical situations where the frequency of AF can vary.

3.2 Risk scores over time

Figure 2 provides a visual representation of the risk scores predicted by the
model for both AF and non-AF patients over the last 48 hours of stay. The
average risk scores of patients are plotted to illustrate changes over time, with
the shaded area indicating the standard deviation around these averages.

For AF patients, the average predicted line (indicated by the solid blue line)
shows an upward trend as the time approaches the onset of AF. This suggests
that the model is increasingly confident in predicting an AF event as it gets
closer to occurring. The shaded area around the the line indicates the variability
in the predictions, with a narrower band suggesting more consistent predictions
by the model. In contrast, the non-AF patient measurements, represented by
the black lines, remain relatively stable and lower throughout the last 48 hours
of stay, indicating that the model consistently assigns lower risk scores to this
group.

3.3 Alarms distribution

The percentage of alarms depicts the distribution of alarms over the last 36
hours for both AF patients and non-AF patients, representing the percentage of
patients who had an alarm at each respective hour (Figure 3).

For AF patients, the graph displays a fairly consistent distribution of alarms
across the 36-hour period leading up to the onset of AF. The percentages fluctu-
ate slightly but generally remain above 40%. This consistent level of alarms may
indicate that the model is sensitive to changes that occur in the physiological
parameters that it monitors, suggesting a persistent risk of AF throughout this
time frame.
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In the case of non-AF patients, the line chart shows a significantly different
pattern. The percentage of alarms is consistently lower compared to AF patients,
mostly remaining under 30%. This suggests that the model is less likely to pre-
dict an AF event for these patients, which is expected as they do not actually
experience an AF onset.

3.4 Shapley Analysis

The SHAP (SHapley Additive exPlanations) summary plot provides insight into
the feature importance determined by the predictive model (figure 4). Key clin-
ical features such as invasive blood pressure, Lipase in blood or plasma and
heart rate emerged as strong influencers on the model’s risk score prediction.
The spread of SHAP values for each feature indicates the variability of their
impact on the predictions, with Age being notably significant. This underscores
the nuanced interplay between patient-specific clinical parameters and their con-
tribution to the model’s ability to forecast atrial fibrillation events accurately.

4 Discussion

We conducted a retrospective study to evaluate the performance of a real-time
prediction model designed to early predict the onset of AF in ICU patients. The
model was tested on the AmsterdamUMCdb dataset in two settings: balanced
and unbalanced test datasets. Models was capable of achieving high AUC score
of 92% and improved precision score of 29% for AF patients and 89% for non-AF
patients in comparison to comparable datasets [14,17] while predicting AF onset
in real-time for each hour of stay in ICU. In addition, the predicted risk scores
for AF patients were generally higher compared to those for non-AF patients. An
analysis of the most critical features, based on SHAP values, identified invasive
blood pressure, Lipase in blood or serum, and the heart rate as key determinants.

The study has several limitations. Firstly, it was not possible to retrospec-
tively identify patients who developed AF after discharge. For these patients, the
model might have generated alarms close to their discharge, which would have
been recorded as false positives. Additionally, the diagnosis of AF relies on nurs-
ing charts as electrocardiograms were not available in the AmsterdamUMCdb.
This approach assumes that nurses’ recordings are accurate and timely to avoid
data leakage and these recordings have been deemed sufficient [5, 17]. Though
machine learning models that use ECG waveforms can improve AF detection and
the speed of diagnosis, incorporating ECG data could enhance performance. De-
spite this, our method effectively provides risk predictions using only routinely
collected data. It’s also important to mention that ECG signals might miss
paroxysmal AF and require expert annotations, which could limit their practi-
cal application. (References to be added later). Second, in the unbalanced test
set, although the model achieves a higher AUC and precision compared to earlier
studies, the current level of precision may still result in alarm fatigue. This may
be attributed to the low incidence rate of the primary outcome. One possible
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Fig. 4. Shapley analysis of the model.
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solution is by adjusting the decision threshold for each patient separately to
manage alarm fatigue more closely [13].

During the harmonization process, we averaged the frequency of measure-
ments for each feature per patient to a uniform hourly rate, while also recording
the original number of measurements. However, this approach might lead to
the loss of valuable information. The varying number of measurements is a di-
rect result of clinical decisions in the ICU, over which we had no control. As
such, the impact of these varying frequencies on the model’s output remains
unknown. This variability introduces the potential for bias due to the intensity
of monitoring—referred to as bias by indication. Specifically, changes in patient
predicted risk scores patterns, often in anticipation of AF, become key features
in the model. Consequently, the model might underperform in situations where
healthcare providers have not already recognized signs of AF, undermining the
effectiveness of an the model designed to alert to such conditions. This issue is
particularly pertinent for prescribed medications, which are typically ordered in
response to specific concerns about a patient’s condition.

We assumed that early signs of AF could occur within 24 hours prior to
its onset. This window was necessary for training and evaluating the algorithm.
However, we recognize that using shorter windows of 24 hours presents a more
challenging task due to increased dataset imbalance and reduced data availability
for the algorithm to learn the progression of AF over time. In addition, we set
a minimum LOS requirement of 6 hours for patients so each patient has enough
measurements to train and test the model on. This requirement poses a problem
in real-life scenario, as it excludes patients who may develop AF early during
their ICU stay. To address this issue, alternative methods should be explored to
include these patients in the training and testing phases of the algorithm. One
such alternative is to simulate data. By generating synthetic data for patients
with shorter LOS, we can augment the dataset, ensuring the algorithm is exposed
to a broader range of LOS’s.

5 Conclusion

Our research concentrated on developing a real-time atrial fibrillation prediction
model through a meta-learning approach. This model generates risk scores rang-
ing from 0 to 1 and issues an alarm when these scores surpass the decision bound-
ary. We trained and assessed the model using the AmsterdamUMCdb dataset,
the first openly accessible European dataset. The model achieved a high AUC
of 92%, demonstrating its effectiveness in distinguishing between negative and
positive classes. Although the precision of this model has improved compared to
previous studies, further enhancements are necessary.
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