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Despite recent advancements in Large Language Models (LLMs), challenges
persist in their ability to perform reasoning and provide explainable outcomes,
highlighting the ongoing importance of ontologies in certain domains. However,
ontology modelling remains complex, requiring extensive human expertise and
effort. To address these ongoing challenges in ontology engineering, methods such
as ontology modularity and ontology alignment have been developed to simplify
the creation of more functional subsets of ontologies. However, these techniques
often present challenges, particularly because it is difficult for users to accu-
rately identify the signature, the set of concept and role names that users are
interested in. An imprecise signature can lead to erroneous results. Furthermore,
controlling the size of the modules [1–3,5–8,11,14] directly is not feasible, adding
another layer of complexity to the process. Additionally, in real-world applica-
tions, ontologies frequently need to be crafted from academic research and other
sources. This reality led us to introduce the problem of Ontology Text Align-
ment. Our proposed solution to this problem addresses this problem and has
broad applications, including enhancing ontology modelling, boosting semantic
search capabilities, and refining the ontology selection process.

Unlike traditional named entity recognition and entity linking problems, our
problem focuses on inferring the text’s claims from axioms rather than simply
identifying concept mentions. This adds complexity and increases the challenge.
Formally, the definition of the problem is defined as follows:

Definition 1 (Ontology Text Alignment). Let O be an ontology, E ⊆ O, ref
be the reference text, and let k ∈ Z+. Additionally, let µ : (O, E , ref) 7→ R≥0 be
a relevance measure function. The task ontology text alignment w.r.t. ref under
µ is to identify an E ⊆ O satisfying the following condition:

µ(O, E , ref) = max{µ(O, E ′, ref) | E ′ ⊆ O, |E ′| ≤ k }.

The objective is to identify a subontology that achieves the highest relevance
score w.r.t. the given reference text, subject to the size constraint k. Note that
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our paper primarily focuses on terminological axioms (TBox axioms) character-
ized by their rich semantics and complex structures. We do not consider factual
assertions, namely, class/role assertions (ABox axioms).

Framework. We tackle this problem by identifying the most relevant, top-
ranked axioms, inspired by recent advancements in generative LLMs and the
Retrieval-Augmented Generation framework. Our approach includes the follow-
ing components, based on these key considerations:

– Verbalization. Complex axioms often contain complex logical operations
like conjunctions and existential restrictions, and classes are encoded as
URLs, making them challenging and not inherently readable by current
LLMs. Through verbalization, we transform axioms into descriptive natu-
ral language texts.

– Indexing via Axiom Text Embedding. Handling large ontologies is chal-
lenging for current generative LLMs due to their limitations with long texts.
We tackle this by utilizing pre-trained models such as BERT [4] for initial
indexing. Specifically, we use BERT models to convert axiom sentences and
reference texts into vectors, and then apply cosine similarity to identify and
rank the most relevant texts.

– Semantic enrichment. In the last stage, the internal structure and se-
mantics of the ontology were not considerred. To address this, we propose
enhancing the top-ranked axioms by incorporating the ontology’s internal
structure. We achieve this by constructing ontology atomic graphs using
atom decomposition theory [10,15] to refine the retrieval results.

– Integration of generative LLMs. We aim to improve the accuracy and
relevance of indexing by integrating semantically rich ontology graphs into
LLM prompts. This enriches the indexing process with contextually relevant
knowledge, enhancing the understanding and use of ontological structures
via atomic decomposition.

Benchmark Creation we developed three benchmark datasets across di-
verse domains: geology, food, and medicine. These datasets are based on ex-
tractive summaries derived from three specific ontologies: GeoFault [12], and
two branches of the SNOMED CT ontology that focus on diseases and anatomy.

Evaluation We employ several BERT-based models for token embeddings, in-
cluding the basic BERT model, SBERT [13], and SapBERT [9]. For generative
LLMs, we utilize GPT 3.5 and 4 series, LLaMA 2 7b and 13b versions. Baseline
comparisons include TF-IDF and Word2Vec embeddings, aggregated via mean
pooling, with the similarity quantified through cosine similarity. Our evaluation
shows that the integration of LLMs, like GPT models, together with seman-
tic enrichment components significantly boosts our framework’s performance,
especially with configurations such as SBERT and SapBERT. For instance, up-
grading from version 3.5 to 4 results in substantial improvements, highlighting
the effectiveness of these advanced models in semantic tasks.
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