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Abstract. Global optimization of decision trees has shown to be promis-
ing in terms of accuracy, size, and consequently human comprehensibility.
However, many of the methods used rely on general-purpose solvers for
which scalability remains an issue. Dynamic programming methods have
been shown to scale much better because they exploit the tree structure
by solving subtrees separately as independent subproblems. We explore
this relationship in detail and show the necessary and sufficient con-
ditions for such separability and generalize previous dynamic program-
ming approaches into a framework that can optimize any combination
of separable objectives and constraints. Experiments on five application
domains show the general applicability of this framework, while outper-
forming the scalability of general-purpose solvers by a large margin.
This submission is based on our NeurIPS 2023 paper [9] and extended
by our later work at AAI-24 [6] and ICML-24 [3].
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1 Introduction

Many high-stake domains, such as medical diagnosis, housing appointments,
and hiring procedures, require human-comprehensible machine learning (ML)
models to ensure transparency, safety, and reliability [12]. Decision trees offer
such human comprehensibility, provided the trees are small [11]. This motivates
the search for optimal decision trees, i.e., trees that globally optimize an objective
for a given maximum size. For broad-scale application of optimal decision trees,
we need methods that can generalize to incorporate objectives and constraints
from a variety of domains, while remaining scalable to real-world problem sizes.

However, many state-of-the-art methods for optimal decision trees lack the
required scalability, for example, to optimize datasets with more than several
thousands of instances or to find optimal trees beyond depth three. This in-
cludes approaches such as mixed-integer programming (MIP) [2,14], constraint
programming (CP) [13], boolean satisfiability (SAT) [7] or maximum satisfiabil-
ity (MaxSAT) [5].

Dynamic programming (DP) approaches show scalability that is orders of
magnitude better [1,4,8] by directly exploiting the tree structure. Each problem
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is solved by a recursive step that involves two subproblems, each just half the size
of the original problem. However, unlike general-purpose solvers, such as MIP,
DP cannot trivially adapt to the variety of objectives and constraints mentioned
before. For DP to work efficiently, it must be possible to solve the optimization
task at hand separately for every subtree.

Therefore, the main research question considered here is to what extent can
this separability property be generalized? In answering this question we provide
a generic framework called STreeD (Separable Trees with Dynamic program-
ming).1 We push the limits of DP for optimal decision trees by providing con-
ditions for separability that are both necessary and sufficient. These conditions
are less strict and extend to a larger class of optimization tasks than those of
state-of-the-art DP frameworks [8,10]. Examples of problems that could not be
solved to global optimality by previous frameworks but can be solved with our
framework, are group fairness constraints, nonlinear metrics, and revenue max-
imization under a capacity constraint. Moreover, STreeD implements several
algorithmic techniques for increasing scalability, such as a specialized solver for
trees up to depth two. We thus attain generalizability similar to general-purpose
solvers, while preserving the scalability of DP methods.

In our experiments, we demonstrate the flexibility of STreeD on a variety
of optimization tasks, including cost-sensitive classification, prescriptive policy
generation, nonlinear classification metrics, and group fairness.

In later work, we used the same framework to optimize regression trees
with constant, linear regression, and simple linear regression models in the leaf
node [3], and also survival trees that predict the probability of surviving beyond
a certain time, while being trained on partly censored data [6].

In summary, our main contributions are 1) a generalized DP framework
(STreeD) for optimal decision trees that can optimize any separable objective or
constraint; 2) a proof for necessary and sufficient conditions for separability; and
3) extensive experiments on five application domains that show the flexibility of
STreeD, while performing on par or better than the state of the art. Two more
application domains are added in follow-up work.
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