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Introduction

The study of human morality is garnering increasing attention in the field of NLP
[1, 8, 9, 18, 21]. Existing works typically treat morality as a score ranging from
right to wrong [2, 12, 17]. Such a binary approach to morality has been shown to
be emergent in state-of-the-art models [19], which exhibit a moral direction that
maps actions from “do’s” to “don’ts” without being explicitly trained on data
with moral annotations. However, this simplistic approach to morality does not
capture the nuances of moral judgment [20]. Pluralist moral philosophers argue
that morality can be deconstructed into a finite number of elements, referred
to as moral values [5]. For instance, the debate on immigration touches on the
moral values of fairness (“Everyone should be given equal opportunities”) and
in-group loyalty (“I worry about the preservation of our identity”)—how each of
us prioritizes fairness vs. loyalty influences our moral judgment in this debate.

Contribution We summarize our work published at EACL’24 [16], where we in-
vestigate whether a pluralist approach to morality is emergent in language mod-
els. To this end, we map a pluralist morality approach to a sentence embedding
space, a multi-dimensional representation that allows us to geometrically and
visually inspect the relationships between moral values inside a language model.
Our experiments show that pluralist morality is not emergent—human-provided
labels are necessary to train language models to discern pluralist morality.

Method and Experiments

We experiment with the Moral Foundation Twitter Corpus (MFTC [6]), com-
posed of over 35k tweets from seven domains, ranging from MeToo to Hurricane
Sandy. Each tweet is annotated with the values of the Moral Foundations Theory
(MFT [5]), which postulates that morality can be deconstructed into 10 moral
values (see Figure 1). We assess how the values are mapped in a sentence embed-
ding space, a representation underlying language models that maps sentences as
points in high-dimensional space, grouping semantically similar ones together.
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Fig. 1. UMAP plot of with off-the-shelf SimCSE model (a, left), unsupervised SimCSE
approach (b, middle), and supervised SimCSE approach (c, right).

We use SimCSE [4] to train the embedding space by minimizing the distance
between tweets with the same label and maximizing it between those with dif-
ferent labels. In its unsupervised variant, SimCSE treats each tweet as having
a different label. In its supervised variant, SimCSE uses the MFTC labels to
train the embedding space. We compare (a) an off-the-shelf SimCSE embedding
space, and the embeddings trained with (b) the unsupervised and (c) the super-
vised SimCSE approaches. These variants help us determine whether a pluralist
approach to morality emerges in (a) an off-the-shelf model that was not exposed
to morally loaded data, and a model that has been exposed to morally loaded
data (b) but not to the respective human labels or (c) with the respective labels.

Results and Discussion

We inspect the resulting embedding spaces through an intrinsic and extrinsic
evaluation. First, we examine how well the embedding space distinguishes be-
tween different moral values within the MFT. We compute the similarity between
tweets with similar and different moral labels and visualize the embedding space
by mapping it into two dimensions through UMAP [13] (Figure 1). Next, we
validate the embedding spaces against unseen data, i.e., the MFTC test set and
the Moral Foundations Dictionary 2.0 (MFD2.0 [3]), an external dictionary of
moral terms. Both intrinsic and extrinsic evaluations show that the supervised
approach forms distinct clusters of moral values and can generalize to unseen
data, while the off-the-shelf and unsupervised methods fail to do so.

Our experiments show that a pluralist approach to morality can be captured
in a sentence embedding space, but also that human labels are necessary to
successfully train the embeddings. Our work represents the starting point for
incorporating a pluralist approach to morality in language models to allow them
to map and reflect the diversity of human judgment [7, 10, 11, 14, 15]. However,
our results constitute a warning that self-supervision alone is not sufficient to
capture the complexity of human morality.
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