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Abstract. The full article published in Computers and Chemical En-
gineering proposes a bilinear formulation for Graph Convolutional Net-
works, a form of Graph Neural Network (GNN), and a mixed integer
linear programming (MILP) formulation for GraphSAGE GNNs. These
formulations enable solving optimisation problems with trained GNNs
embedded to global optimality. The article applies the novel optimisation
approach to an illustrative computer-aided molecular design (CAMD)
case study where the formulations of the trained GNNs are used to design
molecules with optimal boiling points.

1 Motivation

The full article by McDonald et al. [6] recognises that the attraction of using
GNN in CAMD is that molecules can naturally be represented as graphs. Every
atom in a molecule is represented by a node, and the properties of this molecule
are stored in the feature vectors associated with the atom-representing nodes.
Moreover, GNNs preserve invariance of the graph structure, e.g., rotating a
molecule does not affect the prediction. There have been multiple studies where
GNNs have been used to predict properties of molecules [9].

There has been progress on exact formulations of non-graph neural networks
as mixed integer (non-)linear programs [1, 2, 7, 8]. The work reported was to
our knowledge the first MILP formulation of a trained GNN presented in the
literature. The importance of such a model is that MILP formulations for GNNs
can be used in CAMD, where properties of molecules can be modelled using GNNs
and then optimised using MILP formulations of these trained GNNs. Recent
work by Zhang et al. [10] developed symmetry-breaking constraints that can
reduce the search space for MILP or other optimisation strategies. Furthermore,
there are broader applications, namely the use of MILP formulations of GNNs for
similar applications as MLPs [4], e.g., verification of GNNs, lossless compression
of GNNs, and using GNNs as surrogate models in optimisation problems.

⋆ This is an extended abstract of McDonald et al. [6].
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Fig. 1: Box-plots of the MSE of the validation data, for the GCN and GraphSAGE
models for different layer depths and node width, after independently running the
models 20 times for each configuration. The box-plots indicate the median, the lower
and upper quartile and the lowest and largest MSE.

The paper considers two GNN architectures. The first is the Graph Convo-
lutional Neural Network by Kipf and Welling [5]. This neural network is one
of the earliest GNN and is used often in GNN applications. The second is the
GraphSAGE network by Hamilton et al. [3], which learns properties of large
graph data by sampling the neighbourhood of nodes instead of using information
of all neighbouring nodes.

2 Results

Empirical evidence obtained suggests that the MILP formulation of the Graph-
SAGE model solves to optimality faster than the MIQCP formulation of the
GCN model, with similar model accuracy. This is because the trained model
accuracy is about the same and sometimes better for the GraphSAGE model
compared to the GCN model, for models with similar hidden layers and number
of nodes, combined with the fact that the GraphSAGE model often solves to
optimality faster with similar configurations.

Both MI(N)LP formulations of trained GNNs were applied to a case study of
optimising the boiling points of molecules. The case study successfully derived
a set of optimal molecules, given constraints on the design space. Of the 20
molecules derived, 12 were found were experimentally observed. Of the other
eight, the literature notes two as hypothetical molecules. These were able to be
synthesised under very high pressure or were an unstable molecule of molecular
reaction. The remaining six molecules appear to be novel; their chemical feasibility
in practice would be tested in vitro studies.
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