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Abstract. This is an encore abstract of the CPAIOR paper [3]. This pa-
per shows an approach for learning a deterministic representative for an
optimization problem with uncertain parameter values in the constraints.
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Introduction Decision-making is challenging due to the stochastic nature of
real-world processes. Constrained Optimization (CO) models are commonly used,
but unknown parameters during decision-making can lead to infeasibility. In
practice, such infeasibilities are corrected as reality unfolds. Historical data, rep-
resented as scenarios, are often available, but simple averaging ignores uncer-
tainty. Stochastic programming [7] offers an alternative but faces challenges like
scalability.

Algorithm 1: DFL
Require: Dtrain = {yi}ntrain

i=1 ,
Dtest = {yi}ntest

i=1

Initialize ŷ ∼ pθ(ŷ) such that
ŷ ∼ N (µ = θµ · ȳ, σ = θσ · σ̄)
for each epoch do

for each batch in Dtrain do
for each instance (yi, z

∗(yi)) in
batch do

Sample ŷ from pθ(ŷ)
Pass ŷ to solver to get
schedule
Compute post-hoc
regret(ŷ, yi)

end for
Update θ with score-function:
θ = θ − lr ·
∇θPRegret(ŷ, yi)∇θ log(pθ(ŷ))

end for
end for
Pass ŷ = µ to solver to get schedule
Evaluate post-hoc regret on Dtest

Decision-focused learning (DFL)
[6] introduces a novel approach to
stochastic optimization by embed-
ding an optimization model, like Con-
straint Programming, into a train-
ing process to minimize regret loss
[1]. This method faces challenges in
backpropagating through combinato-
rial problems due to discontinuous
solution changes. Building on DFL,
our idea is to learn a determinis-
tic surrogate for the stochastic prob-
lem by minimizing the post-hoc re-
gret loss [4]. Research shows that the
backpropagation can be handled us-
ing score function gradient estimation
[8]. Our contribution (Algorithm 1)
demonstrates how this technique can
be applied to a stochastic schedul-
ing problem (Resource Constrained
Project Scheduling (RCPSP) [5]) with
historical processing time data and
thus uncertainty in the constraints.
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Background. DFL procedures minimize the post-hoc regret loss by gradient-
based optimization: δPRegret(ŷ,y)

δθ = δPRegret(zcorr(ŷ,y),y)
δzcorr(ŷ,y)

δzcorr(ŷ,y)
δŷ

δŷ
δθ . The term

δzcorr(ŷ,y)
δŷ gives a zero-gradient problem.
Silvestri et al. [8] show that this zero-gradient problem can be solved by using

the score-function gradient estimator (also known as likelihood ratio gradient
estimator [2]) that uses:

∇θEŷ∼pθ(y)[PRegret(ŷ, y)] = Eŷ∼pθ(y)[PRegret(ŷ, y)∇θ log(pθ(ŷ))] (1)

for which the derivation can be found in [8].
Contribution We adapt DFL to align with our scheduling problem in Algo-
rithm 1. The data D = {yi}ni=1 comprises historical examples of processing times
y. We aim to learn which predictor ŷ minimizes the post-hoc regret. During train-
ing, we sample predictions from an Normal ŷ ∼ N (µ = θµ · ȳ, σ = θσ · σ̄). In
each training step, we sample a point yi from the trainig data and a predic-
tion ŷ, compute schedule z∗(ŷ), and update θ using the score-function gradient
estimator.
Experiments To understand the potential of DFL, we compare performance
to deterministic and stochastic programming formulations. We hypothesize that
both stochastic programming and DFL outperform the more naive determin-
istic approach. Furthermore, we explore when DFL or stochastic programming
performs better; we expect that DFL has better scalability to larger instances.
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Fig. 1: Normalized post-hoc regret per instance set - penalty setting (smaller
regret is better). The box spans from the 25th to the 75th percentile, visualizing
the median and interquartile range.

Conclusion Results indicate that stochastic programming is dominant when it
can find the optimal solution. However, we have shown that DFL is a promising
alternative to stochastic programming, especially for larger instances and with a
large penalty setting. Further interesting directions are investigating alternative
gradient estimators or reinforcement learning-inspired algorithms
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