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Abstract. We explore the feasibility of using generative AI for research
data processing by applying this new technique to three different projects
from three different scientific domains. We assess if generative AI is an
appropriate tool for each data processing task, and come up with strate-
gies to maximise the accuracy and consistency of the results. The projects
involve complex data processing tasks: information extraction (of species
names from seedlists from botanical gardens), natural language under-
standing (of Health Technology Assessment documents to extract data
points of interest), and text classification (of Kickstarter projects to as-
sign industry codes to them).
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1 Introduction

There has been enormous interest in generative AI since ChatGPT was launched
in 2022. However, there have been concerns about the accuracy and consistency
of the results produced by generative AI. In an exploratory study [5], we investi-
gate the feasibility of using generative AI as a tool for research data processing.
We share the lessons learnt and insights derived from this process.

The goal of our study is twofold:

1. To determine the conditions under which generative AI is an appropriate
tool for a given research task, and

2. To determine strategies to maximise the accuracy and consistency of the
results obtained using generative AI.

We focus on two aspects that are both crucial to research data processing
methods [4], [3], [6], and about which concerns have been raised with regard
to generative AI: accuracy and consistency of the results obtained using this
technique. For generative AI to be a reliable data processing tool, the results
must be both accurate and consistent.
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2 Method, use cases, and results

We used the Claude 3 Opus model from Anthropic AI, via its public API, to
perform data processing in three use cases. We performed three runs in each
case to test for consistency. We present qualitative results, via illustrative exam-
ples, for a small, representative dataset for each use case. The use cases are the
following:

1. Seedlists: Extraction of plant species names from historical seedlists (cat-
alogues of seeds) published by botanical gardens. This is an information
extraction task.
For four sample seedlist pages in a variety of different formats, containing
a total of 125 plant species names, all the species names were extracted,
and were extracted correctly. For documents obtained from OCR (Optical
Character Recognition) of scanned seedlists, generative AI was even able to
correct some OCR errors and report the correct species names.

2. Health Technology Assessment (HTA) documents: Extraction of cer-
tain data points (name of drug, name of health indication, relative effective-
ness, cost effectiveness, etc.) from documents published by HTA organisa-
tions in the EU. This is a natural language understanding task.
For HTA documents about one drug-indication combination, in three differ-
ent languages (English, Dutch, French), 11 of the 14 desired attributes were
correctly extracted from all three documents.

3. Kickstarter: Assignment of industry codes to projects on the crowdfunding
website Kickstarter. This is a text classification task.
For a sample of 540 representative projects assigned to six human raters in
a staggered manner, the highest fraction of industry codes that matched be-
tween generative AI and a (single) human rater was 53%, over 145 projects.
The highest fraction of codes that matched between two human raters was
60%, over 63 projects. Therefore, in this use case, the performance of gener-
ative AI is broadly comparable to that of a human rater.

3 Conclusions

We found that generative AI can be considered as a possible tool for a data
processing task if the amount of data to be processed is large, no simple, rule-
based method for performing the data processing can be found, and the results
are of sufficiently high quality for the research purpose.

The temperature parameter in a generative AI model controls the random-
ness and variability of the outputs [2], [1]. Setting the temperature parameter
to zero maximises the accuracy and consistency of the outputs. A clear, well-
defined, unambiguous prompt helps in precise and accurate extraction of the
desired attributes from the input data.
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