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One of the advantages of logic-based artificial intelligence systems is that

they are in principle explainable by design. However, to obtain also explain-
ability in practice, appropriate tool support is needed. This paper focusses on

reasoning with OWL ontologies. Such ontologies are used in many areas such as

artificial intelligence, biology, medicine and semantic technologies. An ontology

specifies terminological knowledge by providing definitions and logical axioms

about concepts. A concept can be a name referring to a set of objects or a for-

mal description of a set of objects. OWL (the Web Ontology Language) is the

de-facto standard language for specifying ontologies [5], and is itself based on

description logics, a family of first-order logics that are designed for specifying

ontologies [3]. Using such a formalism based on logics has the advantage of a

clearly defined semantics, which in turn allows the use of automated reasoning

systems. These can be used to infer implicit information from the ontology itself

(for instance, whether one concept describes a special case of another concept),

and to infer new information from datasets about concrete objects.

Due to the expressivity of OWL and the size of realistic ontologies, infer-

ences performed by a reasoner are not always transparent to end-users, which

can make developing and maintaining, but also just understanding ontologies

challenging. In particular, they may not understand why something was inferred

(positive entailments), or why something was not inferred (missing entailments).

The widely used ontology editor Protégé [11] comes with a simple explanation

service that explains positive entailments using justifications [12,6], which are

sets of statements from the ontology that are sufficient for producing the entail-

ment. However, justifications do not explain why these statements produce the

entailment, and they cannot explain missing entailments. To solve this issue, we

developed Evee, a Java library that comes with a set of plugins for Protégé,

which integrates various recently developed methods to fill this gap. Evee uses

1. proofs of different granularity to provide more detailed explanations of posi-

tive entailments, and which also take into account user-specific vocabularies;
2. counterexamples that describe situations that explain missing entailments,

which can also be used to detect and add missing disjointness axioms; and

3. abduction to explain and repair missing entailments by providing sets of ax-

ioms that could be added to the ontology to produce the desired entailment.



Fig. 1. Explaining IceCream EquivalentTo owl:Nothing with an elimination proof (top left)

and missing entailment SpicyAmerican SubClassOf SpicyPizza with counterexamples (top

right) and signature-based abduction (bottom).

Figure 1 illustrates the different types of explanation on bugs in a modified

version of the pizza ontology,an ontology that is often used for educational pur-

poses. For each of these explanation services, we implemented different methods:

in the case of proofs, we have the more high-level elimination proofs [1], the more

detailed proofs extracted from the reasoning system Elk [8,7], and for more ex-

pressive ontologies, detailed proofs extracted from the uniform interpolation tool

Lethe [9]. Proofs can be optimized towards different criteria such as (weighted)

size or depth. Our counterexamples may be complete, minimized models of a

concept in question, focus on relevant parts of the model, or contrast with pos-

itive examples. For abduction, we rely on the recently developed systems Capi
and Lethe-Abduction, which produce explanations that respectively satisfy

the criteria connection-minimalilty [4] and signature-based completeness [10]. We

evaluated the explanation services for positive and missing entailments in differ-

ent user studies with students, ontology engineers and researchers. Our studies

confirm that, while still in a prototypical state, our explanations can help under-

standing inferences and solve debugging tasks. Moreover, we found that there

is no one-size-fits-all explanation service, but that rather different explanation

services are preferred by different users and for different tasks.

Evee is available online,4 and the full paper is accepted at the KR in the
Wild track at KR 2024 [2].

4 https://github.com/de-tu-dresden-inf-lat/evee

https://github.com/de-tu-dresden-inf-lat/evee
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