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Much present-day research is focused on making artificial intelligence (ai)
more transparent.5 This work is partially done in response to mounting concerns
that uninterpretable algorithms, so-called ‘black box’ ai, are making high-impact
decisions—such as those with legal, social, or ethical consequences—in an unfair
or irresponsible manner. A prominent example of such a system is the proprietary
software Correctional Offender Management Profiling for Alternative Sanctions
(compas), developed by Northepointe, Inc. for automatic risk assessment of
various forms of recidivism, which has seen nationwide use in the United States [1].
Allegations by [1] that compas racially discriminates in its decision-making
process have led to a host of follow-up research and discussions. The compas
developers have published a response [5], and others have pointed to flaws in
the original analysis by ProPublica [16,2]; but as [16] point out, this situation
is symptomatic of the larger problem that the use of such black box systems
is obstructing independent assessment of bias, regardless of the veracity of the
allegations in this particular instance.

Many different kinds of solutions have been proposed, among which those
to make ai inherently more transparent [15]; to formulate appropriate regula-
tions [19]; and to monitor the systems and measure bias over time [8]. The line
on which the present work builds is that of post hoc explainability methods, in
which the black-box system is analyzed after it has been trained and little to no
access to the way it functions is assumed.

There are in turn many types of post hoc explanation methods, see e.g. [14,20,7].
We will focus on a particular branch originating from the intersection of ai & law,
based on case-based reasoning (cbr). The idea of a cbr explanation of a decision
is to provide an analogy between it and relevant training examples. Proponents
of this approach, such as [9], argue that explanations of this form are natural to
humans: they are simple, we are well acquainted with reasoning by analogy, and
they draw on real evidence in the sense that training examples typically serve
as a gold standard that the black box adheres to. Two recent examples of this
approach from ai & law are found in the works by [3] and [13].

The method of [13] is based on a formal theory of precedential constraint,
introduced by [6], which is a formal framework developed to describe the a fortiori
reasoning process underlying case law, i.e., to describe the extent to which a body
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of precedents constrains a decision in a new case. The key idea of [13] behind
applying this theory is that the training data used by most modern machine
learning systems for binary classification—which consists of rows of data for a set
of features together with a binary target variable—can be interpreted as the fact
situations of legal cases together with their verdicts. On the basis of this ‘training
examples as cases’ interpretation, [13] use the theory of precedential constraint as
the theoretical foundation for building a post hoc explanation algorithm. Since
the work by [13] several other works have appeared that use this interpretation;
such as that by [11,12], for developing post-hoc xai methods; and by [10], who
use the model as a classifier for human-in-the-loop decision support.

The goal of the present work is to investigate the extent to which the ‘training
examples as cases’ interpretation is applicable in practice. We do so in three steps.
First, we further develop the theory of precedential constraint by connecting it to
order theory and formal (many-sorted) logic. Secondly, we use this connection with
logic to write an implementation for computing with the theory of precedential
constraint using the Z3 satisfiability modulo theories (smt) solver [4]. For example,
this implementation allows us to check whether a case base forces the outcome of
a novel fact situation, whether a case base is consistent, and whether a given case
is a landmark—a case that does not have its outcome determined by the rest of
the case base. Thirdly, we use this implementation to analyze various datasets
and evaluate the extent to which they obey the a fortiori principle of constraint.

For the data analysis, we first compare the output of our implementation
with that of the previous results found by [13]. Then, we instantiate the a
fortiori model of precedential constraint on the compas dataset published by [1]
and subsequently evaluate various statistics. This real-world data is relevant to
concerns driving explainable ai research, and as such it is representative of the
situations to which our explanation methods may be applied. For the evaluation,
we are interested in the consistency percentage, which can be thought of as the
degree to which the data obeys the precedent set by other examples. Through
this analysis we find that an important role is played by what we shall refer
to as landmark cases; those cases that set a new precedent with respect to the
other cases. We find that in the case of the compas data, a relatively small
number of these landmarks force the decision of almost all other cases. Lastly, we
instantiate the model on several datasets recently used by [17]. These datasets
are mostly of a synthetic nature and have known ground truth labels expressed
by logical formulas. This allows us to thoroughly analyze the degree to which the
a fortiori model fits these datasets, and makes full use of the capabilities of our
implementation which Z3 affords it.
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